
EICHLER-SHIMURA RELATIONS FOR SHIMURA VARIETIES OF HODGE

TYPE

SI YING LEE

Abstract. We show Eicher-Shimura relations for some Shimura varieties of Hodge type, prov-

ing a conjecture of Blasius and Rogawski in this case. We show this using a parabolic reduction

strategy on the Hecke action on irreducible components of affine Deligne-Lusztig varieties.
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1. Introduction

The classical Eichler-Shimura relation for modular curves relates the Frobenius (Frob) and

Verschiebung (Ver) correspondences with the Hecke correspondence Tp over the special fiber of

the modular curve, in the following well known way:

Tp = Frob + Ver.

Rearranging terms, we see that this implies that Frob is a root of the polynomial

x2 − Tpx+ p〈p〉.

In [BR94], Blasius and Rogawski conjectured a generalization of this result for arbitrary Shimura

varieties Sh(G,X) with good reduction. Let G be a connected reductive group over Q, and let

(G,X) be a Shimura datum. Fix a prime p > 2. Let E be the reflex field of the Shimura datum,

and v a prime of E above p. Let OE,v be the ring of integers of the completion Ev of E, with

residue field κ. We assume the Shimura datum has good reduction at p, so G has a reductive

model GZp over Zp. We let Kp = GZp(Zp) be the hyperspecial subgroup of GQp . We choose

some sufficiently small level structure Kp, and let K := KpK
p. X defines a conjugacy class of
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cocharacters over Ev, and we choose a representative µ which is dominant with respect to some

choice of Borel subgroup and maximal torus.

Blasius and Rogawski defined the Hecke polynomial HG,X , as a renormalized characteristic

polynomial of the irreducible representation of Ĝ with highest weight µ̂. This is a polynomial

with coefficients in the local Hecke algebra H(G(Qp)//Kp,Q). If we let Frobν be the geomet-

ric Frobenius at a prime ν|p, then HG,X(Frobν) acts as an endomorphism on the intersection

cohomology groups of the Shimura variety IHi(Sh(G,X)Ē , Q̄l). Blasius and Rogawski conjec-

tured that the endomorphism is the zero endomorphism. Recently, the original conjecture of

Blasius-Rogawski for the compactly supported cohomology H•c (ShK(G,X), Q̄l) has been shown

by Zhiyou Wu, and also by Xinwen Zhu. In [Wu21], Wu proves the S = T conjecture of Xiao-Zhu,

which formally implies Blasius-Rogawski’s conjecture.

Motivated by Blasius-Rogawski’s conjecture, we consider in this paper a conjectural gen-

eralization of the original Eichler-Shimura relation on the level of algebraic cycles. When

the Shimura variety is of abelian type, ShK(G,X) has a canonical integral model SK(G,X),

and thus a well-defined mod p fiber, which we denote by SK(G,X)κ. We consider the ring

of algebraic correspondences CorrQ(SK(G,X)κ,SK(G,X)κ). Elements of the Hecke algebra

H(G(Qp)//Kp,Q) can be naturally considered as elements of CorrQ(SK(G,X)κ,SK(G,X)κ).

We conjecture the following.

Conjecture 1.1. In the ring CorrQ(SK(G,X)κ,SK(G,X)κ), we have the equality

HG,X(Frob) = 0,

where Frob here denotes the graph of the Frobenius map on SK(G,X)κ.

Note that this conjecture also implies the analogous theorem for various cohomology groups

of the Shimura variety (see Section 8.3 for more details).

The main theorem of this paper is the following.

Theorem 1.2. Conjecture 1.1 holds if (G,X) is of Hodge type, and satisfies either of the two

conditions:

(1) The Shimura variety is a Hilbert-Blumenthal modular variety, or

(2) For every unramified σ-conjugacy class [b] in B(G, υ), the pair ([b], υ) is Hodge-Newton

decomposable for M[b].

Condition (2) holds, for example, whenever the group G is absolutely simple, or if G is split

over Qp.

In order to show Theorem 1.2, we consider the moduli stack p − Isog of p-quasi-isogenies

preserving extra structures between points on SK(G,X). Denote by p − Isog ⊗ E (resp. p −
Isog⊗κ) the fibre of p− Isog over E (resp. κ). Moreover, for S = E or κ, we let Q[p− Isog⊗S]

be the algebra of top dimensional irreducible components of the moduli stack p− Isog⊗S, with

multiplication given by composition of isogenies. We have a map

h : H(G(Qp)//Kp,Q)→ Q[p− Isog ⊗ E]→ Q[p− Isog ⊗ κ],

where the last arrow denotes specialization of cycles.

In this paper, we prove the following result, which implies Theorem 1.2. Consider the poly-

nomial HG,X , viewed as a polynomial with coefficients inside Q[p − Isog⊗κ] via the morphism

h.
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Theorem 1.3. With the same assumptions as in Theorem 1.2. The element Frob lies in the

center of Q[p− Isog ⊗ κ] and the following relation holds in this ring:

(1.0.1) HG,X(Frob) = 0,

where Frob ∈ Q[p− Isog⊗κ] is the Frobenius section.

Previously known results. This result was previously know in several special cases from the

work of various people. Faltings-Chai [FC90] showed it for Siegel modular varieties, while Bültel

and Wedhorn [BW06] showed it for unitary shimura varieties attached to the group GU(1, n)

for n odd. Bültel [B0̈2] and Wedhorn [Wed00] also proved the conjecture for Shimura varieties

satisfying some extra conditions. All of these results require that the ordinary locus p−Isogord⊗κ
is dense in p− Isog ⊗ κ, a condition which does not hold in general.

Beyond the aforementioned results, two more cases were previously known, namely the case

of the unitary Shimura variety with signature (1, n) was verified in [Kos14] for odd n. Li [Li18]

provided a proof for the Shimura variety attached to the spinor similitude group GSpin(2, n)

for any n. Both these cases relied on an explicit description of the basic locus. We remark here

that all these cases are covered by condition (2) of Theorem 1.2.

Method of proof. We first introduce a stratification on p− Isog ⊗ κ indexed by σ-conjugacy

classesB(G), similar to the Newton stratification of SK(G,X)κ. For any union of top-dimensional

irreducible component C of p − Isog ⊗ κ, let C[b] be the subscheme of points corresponding to

isogenies between p-divisible groups with σ-conjugacy class [b]. If C[b] is dense in C, we say C

is [b]-dense.

We consider now the set of all [b] ∈ B(G) such that there exists some top-dimensional ir-

reducible component C of p − Isog ⊗ κ which is [b]-dense. It turns out that such [b] must be

unramified (see Section 4.4 for the definition). For each unramified [b] denote by HG,X(Frob)[b]

the [b]-dense cycles appearing in the expression for HG,X(Frob), so that we have

HG,X(Frob) =
∑

[b] unramified

HG,X(Frob)[b].

We will show that HG,X(Frob)[b] is zero for all unramified [b].

We fix for the following discussion some unramified [b], and let RZ(G, b, υ) denote the Rapoport-

Zink space corresponding to G and [b]. This is the parametrizing space of quasi-isogenies which

preserve extra structures corresponding to G. Any element C of Q[p − Isog ⊗ κ] induces a co-

homological correspondence uC on RZ(G, b, υ), via ∗-pullback of cohomological correspondences

(c.f. A.1.4).

The proof then proceeds in three steps. Firstly, we show that uHG,X(Frob)[b] , as a cohomological

correspondence on RZ(G, b, υ), can be factorized as

(1.0.2) uHG,X(Frob)[b] = uP[b](Frob) ◦ (uFrobi − p
j1sν[b](p)M(Zp))

for some positive integers i, j, s, some polynomial P[b](Frob) in Frob. Here, 1sν[b](p)M(Zp) denotes

an element of H(M(Qp)//M(Zp),Q), the Hecke algebra for the Levi subgroup M := M[b].

Elements ofH(M(Qp)//M(Zp),Q) act on the cohomology of RZ(G, b, υ) because the cohomology

of RZ(G, b, υ) is parabolically induced. In particular, we have an isomorphism with between the

cohomology of RZ(G, b, υ) and the cohomology of some Rapoport-Zink space associated to the

Levi subgroup M .
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The second step is to show, as actions on the space of irreducible components of the un-

derlying reduced subscheme RZ(G, b, υ)red (equivalently the top-degree compactly supported

cohomology), the actions of uFrobi and pj1sν[b](p)M(Zp) are equal. The first two steps imply that

uHG,X(Frob)[b] , acting on the space of irreducible components of RZ(G, b, υ)red, is zero.

In the final step, we show that under the conditions in Theorem 1.2, if uHG,X(Frob)[b] acts

as zero on the top-degree cohomology of RZ(G, b, υ), then the algebraic cycle HG,X(Frob)[b]

is zero. To see this, we show that under the conditions in Theorem 1.2, any non-zero linear

combination of cycles C ∈ Q[p− Isog⊗ κ] induces a non-zero cohomological correspondence uC
on the top-degree cohomology of RZ(G, b, υ).

We now explain each step in more detail. Any union of irreducible components C ⊂ p−Isog⊗κ
defines a cohomological correspondence from RΓc(SK(G,X)κ,Ql) to itself. Choosing a base-

point, we have an isogeny class map π∞ : RZ(G, b, υ)red → SK(G,X)κ, and we can form a

commutative diagram

RZ(G, b, υ)red D RZ(G, b, υ)red

SK(G,X)κ C SK(G,X)κ

π∞

s′ t′

f ′ π∞

s t

such that both squares are Cartesian, and the vertical maps are proper. Thus, we may ∗-pullback

(See Appendix A) the cohomological correspondence on SK(G,X)κ to RZ(G, b, υ)red via π∞.

We denote this cohomological correspondence by uC .

To obtain the factorization (1.0.2), we first define a twisted Satake morphism ṠGM from

H(G(Qp)//G(Zp),Q) to H(M(Qp)//M(Zp),Q). We then show that HG,X(x), viewed as a

polynomial with coefficients in H(M(Qp)//M(Zp),Q) via ṠGM , has a factor of the form xi −
pj1sν[b](p)M(Zp). To use this group-theoretic result to construct the factorization (1.0.2), we need

to show that the Hecke algebra H(M(Qp)//M(Zp),Q) acts on the cohomology of RZ(G, b, υ)red,

in a way which is comptaible with the action of H(G(Qp)//G(Zp),Q) via the map ṠGM . We show

the following:

Theorem 1.4. In the Grothedieck group of representations of H(G(Qp)//G(Zp),Q)× Jb(Qp)×
WE, we have the equality

(1.0.3) H•c (RZ(G, b, υ)rig) =
∑
υ′∈I

H•c (RZ(M, b, υ′)rig),

where H•c denotes the alternating sum of cohomology,

I = {υ′ : υ′ is a dominant cocharacter of M conjugate to υ in G,with [b] ∈ B(M,υ′)},

and on the right-hand side H(G(Qp)//G(Zp),Q) acts via the twisted Satake homomorphism ṠGM .

Note that the compactly supported cohomology of the rigid analytic generic fiber RZ(G, b, υ)rig

and the compactly supported cohomology of the special fiber RZ(G, b, υ)red are closely related;

one is the dual and shift of the other. The theorem above then implies that the factorization of

HG,X(x) in the Hecke algebra gives us the desired factorization (1.0.2).

Let r be the dimension of RZ(G, b, υ)red. Recall that the second step is to show that the

actions of uFrobi and pj1sν[b](p)M(Zp) on H2r
c (RZ(G, b, υ)red,Ql), are equal. To prove this, we

show that for a p-divisible group with G-structure G /F̄p, the i-th power of Frobenius and the
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mod p reduction of the quasi-isogeny given by sν[b](p) lie in the same irreducible component

of the associated affine Deligne-Lusztig variety (ADLV). We prove this by utilizing the explicit

description of the set of irreducible components of ADLVs associated to unramified [b], as shown

by Xiao and Zhu (c.f. [XZ17, §4]).

For the final step, in (7.4.3) we show that if the Shimura datum is one of the cases in Theorem

1.2, for any irreducible component C ⊂ p − Isog ⊗ κ such that C is [b]-dense, uC acts non-

trivially on H2r
c (RZ(G, b, υ)red). To see this, we view C as an algebraic correspondence in

SK(G,X)κ ×SK(G,X)κ, acting on the Chow group Ar(SK(G,X)κ) of dimension r-cycles in

SK(G,X)κ. Using intersection theory, we show that C acts non-trivially on some cycle [X1],

where [X1] is the image of some irreducible component of RZ(G, b, υ)red under π∞. The key

ingredient needed for this calculation is the (non-zero) intersection numbers of certain cycles.

In case (1) we apply the results of Tian-Xiao [TX19, §6]. In the situation of case (2), the

Hodge-Newton decomposable condition implies an isomorphism

RZ(G, b, υ)red ' RZ(M[b], b, υ)red,

and we hence can do this calculation on another Hodge-type Shimura variety Sh(M ′, X ′) whose

basic locus gives rise to the Rapoport-Zink space RZ(M[b], b, υ). Here the intersection numbers

are provided by the main theorem of Xiao-Zhu [XZ17].

Structure of article. We now describe the structure of this article. Section 2 contains all

the necessary group-theoretic results about the Hecke polynomial, including the factorization of

HG,X(x). Section 3 contains the main technical results about p-divisible groups withG-structure,

and we recall the construction of Rapoport-Zink spaces with P -structure for a parabolic subgroup

P of G. In Section 4, we recall results of [HV18] and [XZ17] about the irreducible components

of ADLVs, and reduction of isogenies mod p. We also show that the irreducible components

of the ADLV are invariant under σm for large enough m. In Section 5, we recall the results

of [Kis10] on the construction of integral models of Hodge type Shimura varieties, as well as

results about Newton strata. We also recall the results in [Kis17] about mod p isogenies, and

special point liftings (up to isogeny) of points in SKp(G,X)(Fp). Subsequently, in Section 6, we

define the moduli space of p-quasi-isogenies p− Isog, define the stratification of the special fiber

p− Isog ⊗ κ by [b] ∈ B(G, υ), and prove results about the dimensions of various strata, as well

as an almost product structure on each strata. In Section 7, we describe how to pullback Hecke

correspondences to the associated Rapoport-Zink spaces, and show a parabolic reduction result

on the cohomology of Rapoport-Zink spaces (7.3.1,7.3.6), and use these to prove Theorem 1.4

in this section. Finally, in Section 8, we complete the proof of Theorem 1.2.

Acknowledgements. I would like to thank my advisor, Mark Kisin, for suggesting this problem

to me, and for his constant encouragement and advice. Many thanks also to Oliver Bültel,

Christophe Cornut, Pol van Hoften, Liang Xiao and Rong Zhou for helpful conversations about

this project and comments on an earlier draft.

2. The Hecke Polynomial HG,X(x)

In this section, we recall results of Blasius and Rogawski [BR94] and Wedhorn [Wed00] about

the construction and properties of the Hecke polynomial.
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2.1. Preliminaries and Definition. Let G be a connected algebraic group that is unramified

over Qp, i.e. quasi-split over Qp and split over an unramified extension. Equivalently, the base

change GQp has a reductive model GZp over Zp. Let Kp = GZp(Zp); this is a hyperspecial

subgroup of G(Qp).

Fix a pair (T,B) where T is a maximal torus of G and B is a Borel subgroup of G containing

T . Let ∆ be the choice of simple roots of G defined by (T,B). T contains a unique maximal

subtorus which is split over Qp, which we denote by S. Let Ω denote the Weyl group NG(T )/T ,

where NG(T ) is the normalizer in G of T . Let ρ be the half-sum of positive roots of G.

Let Ĝ denote the dual of G, which is an algebraic group defined over C. Let T̂ denote the

dual torus of T , and fix a Borel subgroup B̂ of Ĝ containing T̂ . Moreover, we fix a splitting

(T̂ , B̂, (Xα̂)α̂) of Ĝ, where for each simple root α̂ of Ĝ, Xα̂ is an α̂-root vector in Lie(Ĝ).

Let Γnr = Gal(Qur
p /Qp), where Qur

p is the maximal unramified extension of Qp. We let σ

denote the geometric Frobenius in Γnr. Γnr acts on the root datum of G (and hence the root

datum of Ĝ). This action fixes the splitting (T̂ , B̂, (Xα̂)α̂), and hence induces an action of Γnr

on Ĝ.

Define the L-group of G, denoted by LG, as the semidirect product of Γnr and Ĝ, such that

Γnr acts on Ĝ via the action described above. Note that LG depends on the choice of splitting,

but the L-groups obtained from different splittings are isomorphic.

2.1.1. For any groups H1 ⊂ H2, and any Z-algebra A, let H(H2//H1, A) denote the Hecke al-

gebra of locally constant H1 bi-invariant A-valued functions. If A = Q, for notational simplicity,

we will simply write H(H2//H1) for H(H2//H1,Q).

Recall that we have the Cartan decomposition

G(Qp) =
∐

λ∈X∗(S)+

Kpp
λKp,

where X∗(S)+ consists of cocharacters of S which are dominant with respect to (T,B). Hence,

H(G(Qp)//K,C) is generated by indicator functions of the form 1KpgKp , for some g ∈ G(Qp).

2.1.2. Let X be any G(R)-conjugacy class of morphisms h : S→ GC such that (G,X) forms a

Shimura datum, with reflex field E. In this section, we do not assume the Shimura datum is of

Hodge type unless specifically mentioned.

Any such morphism h defines a cocharacter µh, defined over complex points as follows:

µh,C : C× ↪→ C× × C× h−→ G(C)

z 7→ (z, 1).

Note that the conjugacy class of µh is defined over Ev, where v is a prime of E above p, and in

particular we can choose a representative cocharacter µ : Gm → G that is defined over Ev, and

dominant with respect to the choice of (T,B). Note that Ev must be an unramified extension

of Qp, since G is unramified over Qp. Moreover, µ must be minuscule.

Let λ be the unique Weyl conjugate of µ−1 which is dominant with respect to (T,B). There

exists a unique representation

r : LG→ GL(V )

such that

(a) The restriction of r to Ĝ is irreducible with highest weight λ̂
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(b) The subgroup Γnr acts trivially on the highest weight space.

Define the polynomial

HG,X(x) = det(x− pdnr(σ n ĝ)n),

where ĝ is any element in Ĝ(C), d = 〈ρ, λ〉, σ ∈ Γnr is the geometric Frobenius and [Ev : Qp] = n.

Remark 2.1.3. Note that this definition is different from the one given in [BR94], where the Hecke

polynomial is defined to be the characteristic polynomial of the highest weight representation

associated to µ, instead of µ−1. We believe that this is the correct polynomial to take, because

it is consistent with the reciprocity law on points. See also the remarks in [Nek18, A4] correcting

[Wed00, Sec. 2].

2.2. Coefficients of HG,X(x). Write

HG,X(x) =
∑

Aix
i.

As defined, all the Ai’s are functions on Ĝ(C). Observe that each Ai is invariant under σ-

conjugacy because σ-conjugation on Ĝ is normal conjugation by Ĝ(C) in LG, hence σ-conjugating

ĝ by any element of Ĝ(C) preserves the determinant. Let Φnr(G) be the set of semisimple σ-

conjugacy classes of elements of Ĝ(C). These Ai’s then descend to functions on Φnr(G), which

we also denote by Ai.

Let Ŝ denote the subtorus of T̂ which is dual to S. From [Bor79, 6.4] we see that we have

a bijection between Ŝ(C)/Ω(Qp) and Φnr(G), hence we can identify functions on Φnr(G) with

functions on Ŝ(C)/Ω(Qp). Such functions are given by elements of C[X∗(S)]Ω(Qp). Moreover,

we also have an isomorphism between C[X∗(S)] and the Hecke algebra H(T (Qp)//Tc,C) where

Tc = T (Qp) ∩Kp is a maximal compact subgroup of T (Qp). This isomorphism is given via the

map

ν 7→ hν := 1pνTc ,

where 1pνTc is the indicator function supported on the subset pνTc.

Hence, we see that Ai’s are elements of H(T (Qp)//Tc,C) that are fixed under the action of

Ω(Qp). By the Satake isomorphism, we see that Ai’s are elements of H(G(Qp)//Kp,C).

In fact, the following result of Wedhorn (c.f. [Wed00, 2.4]) shows that the Ai’s are Q-linear

combinations of the functions hλ.

Theorem 2.2.1. HG,X(x) is a polynomial with coefficients in H(G(Qp)//Kp,Q).

2.2.2. Let P = MN be any standard parabolic subgroup of G with respect to (T,B), where

M is a standard Levi subgroup, and N is the unipotent radical of P . Let Mc = M(Qp) ∩Kp;

this is a hyperspecial subgroup of M(Qp). We can define a map

ṠGM : H(G(Qp)//Kp,C)→ H(M(Qp)//Mc,C)

by mapping f ∈ H(G(Qp)//Kp,C) to the function on M(Qp) taking

m 7→
∫
N(Qp)

f(mn)dn.

We call this map the twisted Satake homomorphism. This is a homomorphism of C-algebras

because the Iwasawa decomposition G = PKp induces a decomposition of measures dg = dpdk.

Moreover, since the image of a Q-valued function is also clearly Q-valued, we see that ṠGM maps

H(G(Qp)//Kp,Q) to H(M(Qp)//Mc,Q).
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We can relate the classical Satake isomorphism with the map ṠGT . In fact, let SGT denote the

usual Satake isomorphism. Then SGT = α ◦ ṠGT , where α : C[X∗(S)]→ C[X∗(S)] is given by

α(ν) = p−2〈ρ,ν〉ν

for all ν in X∗(S).

Similar to the usual Satake isomorphism, there is an isomorphism between H(G(Qp)//Kp,C)

and the subalgebra H(T (Qp)//Tc,C)(Ω(Qp),•) induced by ṠGT . Here, the Weyl group acts via the

“dot action”, instead of the usual action, give by

(w • φ)(t) = δ(t)1/2δ(w−1t)−1/2φ(w−1t),

where δ1/2 is given by δ1/2 = |ρ|. In particular, we see that ṠGM is injective, since ṠGT = ṠMT ◦ ṠGM
is injective.

2.3. Factors of HG,X(x). We want to understand the factors of the Hecke polynomial. Let

λ̃ := NmEv/Qpλ = λσ(λ) . . . σn−1(λ).

This is a cocharacter defined over Qp. Let Mλ̃ denote the centralizer of λ̃, then Mλ̃ is a stan-

dard Levi subgroup of G, and the results of the previous section apply. Via the homomorphism

ṠGMλ̃
, we have the following proposition, which is a restatement of a result of Bültel (c.f. [B0̈2,

3.4])

Proposition 2.3.1. Viewed as a polynomial with coefficients in H(Mλ̃(Qp)//Mλ̃,c,Q) via ṠGMλ̃
,

HG,X(x) has a factor of the form

(2.3.2) x− 1
pλ̃Mλ̃,c

.

This result can be generalized, and we want to determine other factors of HG,X(x). Recall that

from the discussion in Section 2.2 we can also view HG,X(x) as a polynomial with coefficients in

Q[X∗(S)]. In order to determine these coefficients, we need to understand how the representation

r defined in (2.1.2) acts on T̂ .

Consider LT = Γnr n T̂ as a subgroup of LG = Γnr n Ĝ. The restriction of the representation

r to T̂ defines a grading V = ⊕λ∈X∗(T̂ )Vλ. We define rT : LT → GL(V ), the twisted restriction

of r, as

(2.3.3) rT (σ n 1) = r(σ n 1)

(2.3.4) rT (1 n t̂)xν = p−〈ρ,ν〉ν(t̂)xν

for xν ∈ Vν , t̂ ∈ T̂ . Consider the characteristic polynomial

ZrT (x) = det(x− pdnrT (σ n t̂)n).

Since σ-conjugation of t̂ preserves ZrT (x), we see that a consideration similar to Section 2.2

implies that ZrT (x) has coefficients lying in H(T (Qp)//Tc,C). Moreover, we also have

ṠGT (HG,X(x)) = ZrT (x).

The following lemma [Wed00, Prop 2.7] gives an explicit description of rT .
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Lemma 2.3.5. The twisted restriction rT of r to LT is isomorphic to a direct sum⊕
ν∈Ω(Qp)µ−1

Vν

where Vν is one-dimensional with generators eν such that

(2.3.6) r(σn n t̂)eσ−n(ν) = p−n〈ρ,ν〉ν̂(t̂)eν .

Proof. Note that since r is the highest weight representation associated to a minuscule character,

every weight space Vν has dimension one. Let Z be an 〈σn〉-orbit of Ω(Q̄p)µ
−1. Let m be the

number of elements of Z, and ν be any element of Z. ν is hence defined over an unramified

degree m extension of Ev. Choose a nonzero element eν ∈ Vν and define eσnmν = r(σnmn1)(eν)

for n = 0, . . .m− 1. The relation (2.3.6) then follows from (2.3.4). �

2.3.7. We also observe that V admits a direct sum decomposition as

V =
⊕

〈σn〉− orbit Zi

VZi

where each VZi is invariant under the action of r(σnn t̂), for any t̂ ∈ T̂ . Let νi be an element of

this orbit. With respect to the basis eνi , eσn(νi), . . . , eσn(mi−1)(νi)
of VZi , rT (σn n t̂) is given by

the matrix

p−n〈ρ,νi〉


σn(mi)(ν̂i)(t̂)

σn(ν̂i)(t̂)

σ2n(ν̂i)(t̂)
. . .

 .

The characteristic polynomial of this matrix is given by

Hi(x) := xmi − pnmi〈ρ,λ−νi〉ν̃i,

where ν̃i =
∏nmi
j=1 σ

j(νi) is a cocharacter defined over Qp. This is a factor of the Hecke polynomial

HG,X(x), viewed as a polynomial with coefficients in Q[X∗(S)]. Let Mν̃i be the Levi subgroup

of G which is the centralizer of ν̃i. Via the twisted Satake homomorphism Ṡ
Mν̃i
G , HG,X(x)

can be viewed as a polynomial with coefficients in H(Mν̃i(Qp),Mν̃i,c). Observe that since ν̃i is

central in Mν̃i , 1ν̃i(p)Mν̃i,c
is an element of H(Mν̃i(Qp),Mν̃i,c). Hence, Hi(x) is invariant under

the action of the relative Weyl group of Mν̃i , and thus it lies in H(Mν̃i(Qp),Mν̃i,c)[x]. If we let

HG,X(x) = Hi(x)R(x) as polynomials in Q(X∗(S))[x], then we see that both factors R(x), Hi(x)

are defined in H(Mν̃i(Qp),Mν̃i,c)[x]. Finally, we note that 〈ρ, λ〉 = 〈ρ, µ〉, so we can replace λ

with µ in the formula. We summarize the above discussion in the following proposition.

Proposition 2.3.8. Let νi be any element in Ω(Q̄p)µ
−1, defined over a degree mi extension

of Ev. If we define ν̃i =
∏nm
j=1 σ

j(νi), and let Mν̃i be the centralizer of ν̃i, then, viewed as an

element of H(Mν̃i(Qp),Mν̃i,c)[x] via the twisted Satake homomorphism Ṡ
Mν̃i
G , HG,X(x) factors

as

HG,X(x) = Hi(x)R(x),

where

Hi(x) = xmi − pnmi〈ρ,µ−νi〉ν̃i.
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2.3.9. While the factors Hi(x) are not necessarily defined in H(G(Qp)//Kp)[x], for each 〈σn〉-
orbit Zi, we can consider the (not-necessarily distinct) 〈σn〉-orbits of the elements ω(νi), where

ω ∈ Ω(Qp). Let Yi be the 〈σn〉-orbits of ω(νi) for some ω. Observe that ω(νi) is also defined

over a degree mi extension of Ev, and hence from the proposition above we see that HG,X(x)

has another factor of the form

P ′i (x) = xmi − pnmi〈ρ,µ−ω(νi)〉ω(ν̃i).

Thus, we see that if we consider

H ′i(x) :=
∏

P ′i (x)

where the product is taken over all possible 〈σn〉-orbits of the elements ω(νi) (without multi-

plicity), we see that H ′i(x) is a factor of HG,X(x) which is defined in H(G(Qp)//Kp)[x].

Remark 2.3.10. The set of 〈σn〉-orbits of the elements ω(νi) is closely related to the σ-conjugacy

classes of unramified elements, a connection we elaborate upon in Section 8.1.

3. p-divisible groups

For the entirety of this section, we fix a prime p > 2 and an unramified reductive group G

over Qp. We fix also a Borel pair T ⊂ B ⊂ G.

3.1. p-divisible groups with G-structure. We recall the work of Kisin [Kis10, Kis17] on

p-divisible groups with a collection of tensors in the Dieudonne module, both over fields of

characteristic p and over mixed characteristic discrete valuation rings.

3.1.1. Let k be a perfect field of characteristic p, W = W (k) its ring of Witt vectors and

K0 = W (k)[1/p]. Let K be a finite totally ramified extension of K0, and OK its ring of integers.

Let the absolute Galois group Gal(K̄/K) be GK .

Let Repcris
GK

be the the category of crystalline GK-representations, and Repcris◦
GK

the category of

GK-stable Zp-lattices spanning a representation in Repcris
GK

. Given V ∈ Repcris
GK

, we let DdR(V )

and Dcris(V ) denote the image of V under Fontaine’s de Rham and crystalline functors.

Let E(u) ∈ OK0 [u] be the Eisenstein polynomial of a fixed uniformiser π in K. We set

S = W [[u]]. We extend the Frobenius on W to the Frobenius map φ on S which maps u to up.

Let Modϕ/S denote the category of finite free S-modules M equipped with a Frobenius semi-

linear isomorphism

1⊗ ϕ : ϕ∗(M)[1/E(u)]
∼−→M[1/E(u)],

and let BTϕ
/S denote the full sub-category of Modϕ/S consisting of those modules such that 1⊗ϕ

maps ϕ∗(M) into M, and the image of this map contains E(u)M.

We equip ϕ∗(M) with the following filtration: for i ∈ Z

Fili ϕ∗(M) = (1⊗ ϕ)−1(E(u)iM) ∩ ϕ∗(M).

The following theorem is [Kis10, Thm 1.2.1].

Theorem 3.1.2. There exists a fully faithful tensor functor

M(·) : Repcris◦
GK
→ Modϕ/S,

which is compatible with formation of symmetric and exterior powers. If L is in Repcris◦
GK

, let

V = L⊗Zp Qp, and M = M(L), then
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(1) There are canonical isomorphisms

Dcris(V )
∼−−→M/uM[1/p] and DdR(V )

∼−−→ ϕ∗(M)⊗S K,

where the map S → K is given by u 7→ π. The first isomorphism is compatible with

Frobenius and the second maps Filiϕ∗(M)⊗S WK0 onto FiliDdR(V ) for i ∈ Z.

(2) There is a canonical isomorphism

OÊur ⊗Zp L
∼−−→ OÊur ⊗S M

where OÊur is a certain faithfully flat, and formally étale OE -algebra, and OE is the p-adic

completion of S(p).

3.1.3. For a ring R and a finite free R-module M , let M⊗ be the direct sum of all the R-modules

obtained from M by taking duals, tensor products, symmetric and exterior powers.

Let L ∈ Repcris◦
GK

. Let G ⊂ GL(L) be a reductive group defined by a finite collection of

GK-invariant tensors (sα) ⊂ L⊗. We may view the tensors sα as morphisms sα : 1 → L⊗ in

Repcris◦GK . Applying the functor M of the theorem, we obtain morphisms s̃α : 1→M(L)⊗ in

Modϕ/S.

We have the following results [Kis10, 1.3.4,1.3.6].

Theorem 3.1.4. We have the following:

(1) The tensors (s̃α) define a reductive subgroup in GL(M)

(2) If k is separably closed or G is connected and k is finite, then there exists an isomorphism

L⊗Zp S
∼−−→M

aking sα to s̃α.

We also recall the following proposition [Kis17, 1.1.7] which characterises reductions mod p

of a p-divisible group with G structure over OK .

Proposition 3.1.5. Let G be a p-divisible group over OK , and (sα) ⊂ TpG⊗ a collection of

GK-invariant tensors defining a reductive subgroup G ⊂ GL(TpG ). Suppose that either k is

separably closed or that GZp is connected and k is finite. Let (sα,0) ⊂ D(G )(W )⊗⊗W K0 denote

the image of (sα) under the p-adic comparison isomorphism. Then

(1) (sα,0) ⊂ D(G )(W )⊗.

(2) There is an isomorphism TpG ∗(−1)⊗Zp W
∼−−→ D(G ) taking sα to sα,0.

(3) The filtration on D(G )(k) is induced by a GW -valued cocharacter.

3.1.6. Let G be a p-divisible group over k. We write D(G ) for D(G )(W ).

Definition 3.1.7. A p-divisible group with G structure over k consists of a p-divisible group

G /k and a collection of ϕ-invariant tensors (sα,0) which define a reductive subgroup of GL(D(G ))

such that there exists a finite free Zp-module U and an isomorphism

(3.1.8) U ⊗Zp W
∼−−→ D(G )

such that under this isomorphism (sα,0) correspond to tensors (sα) ⊂ U⊗. Moreover, these sα
define the reductive subgroup GZp ⊂ GL(U).

Given any p-divisible group over k with G-structure, since (sα,0) ⊂ D(G )⊗ are ϕ-invariant,

via the above isomorphism, ϕ on D(G )(W )⊗W W [1/p] has the form bσ for some b ∈ G(W [1/p]).

The following lemma is [Kis17, 1.1.12].
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Lemma 3.1.9. The filtration on D(G )(k) is given by a GW -valued cocharacter µ−1
0 , and b ∈

GW (W )pυ0GW (W ) where υ0 = σ(µ−1
0 ).

3.1.10. Let S be the p-adic completion of the divided power envelope of W (k)[u] with respect

to the kernel of the map W (k)[u]
u7→π−−−→ OK . We equip S with a Frobenius given by the usual

Frobenius on W (k) and sending u to up. We view S as a S-algebra by the map sending u to u,

and we view W as an S-algebra by the map sending u to 0. The following definition appears in

[Kis17, 1.1.8].

Definition 3.1.11. Let G̃ be a deformation of G to OK . We say that G̃ is GW -adapted if

there exist Frobenius invariant tensors (s̃α) ⊂ D(G̃ )(S)⊗ lifting sα,0, which define a reductive

subgroup GS and such that the images of the s̃α in D(G )(OK)⊗ are in Fil0(D(G )(OK)⊗)

Let µ−1
0 be the GW -valued cocharacter inducing the filtration on D(G )(k), as in Lemma 3.1.9.

Let U be the unipotent subgroup of GL(U) associated to µ0, and UG be the unipotent subgroup

of G associated to µ0. Let R (respectively RG) be the completion of U (respectively UG) at the

identity; we thus have an inclusion RG ⊂ R of power series rings over W . Following the results

of [Fal99, §7], we know that the deformation space of G is given by Spf R. We have the following

result of [Kis10, 1.5.8]

Proposition 3.1.12. For any field K as above, a map of W -algebras $ : R → OK factors

through RG if and only if the p-divisible group G̃ induced by $ is GW -adapted.

3.1.13. We now show that every p-divisible group G over k with G-structure admits a GW -

adapted lifting. Let M = σ−1∗(D(G )(W )), so that ϕ∗(M)
∼−→ D(G )(W )⊗W S.

Let µ0 be a GW -valued cocharacter such that µ−1
0 induces the filtration on D(G )(k). Since

the sα,0 are in U⊗, we may think of these as tensors in M⊗ and ϕ∗(M)⊗. Consider now a

cocharacter µ, lifting µ0, valued in GS ⊂ GL(ϕ∗(M)), and consider the map

ϕ∗(M)
c·µ−1(E(u))−−−−−−−→ ϕ∗(M)

∼−→M,

where c = σ−1(b)µ0(E(0)) and the final map is induced by the identity on U ⊂ ϕ∗(M). Then

σ(c) = bυ0(E(0))−1 = (bυ0(p)−1)(υ0(p/E(0))) ∈ GL(D(G )(W )).

Hence c ∈ GL(D(G )(W )) and the map above gives M the structure of an object of BTϕ
/S, and

hence corresponds to a deformation G̃ of G . The filtration onM(M) = S ⊗S ϕ
∗(M) is induced

by the cocharacter µ−1. Hence thinking of the sα,0 in M(M) = D(G̃ (S), shows that G̃ is a

GW -adapted lifting.

3.1.14. We want to understand when the G-adapted lift of a p-divisible group G over k = F̄p
also has a lift of the slope filtration.

Recall that to any p-divisible group G over F̄p with G-structure we have attached an element

b ∈ G(K0), defined up to σ-conjugacy by G(OK0), such that the Frobenius on D(G )(OK0)

is given by bσ. Let νb be the cocharacter inducing the slope graduation on the isocrystal

D := D(G )(OK0)[1/p].

Following the main result of [Zin01], we know that G admits a slope filtration, so let

(3.1.15) 0 = G0 ⊂ G1 ⊂ · · · ⊂ Gn = G
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denote the slope filtration. This induces a filtration on the Dieudonné modules Mi := D(Gi)(OL),

so we have

0 = M0 ⊂M1 ⊂ · · · ⊂Mn = D(G )(OL).

We will now show that G admits a G-adapted lift G̃ over OL which admits a lift of the

slope filtration. Note that we can always choose a representative b ∈ M[b], and in this case the

associated p-divisible group G has M[b] structure. We would like to generalize this slightly.

Proposition 3.1.16. There exists a p-divisible group G̃ over OL, lifting G , and which admits

a filtration

0 = G̃0 ⊂ G̃1 ⊂ · · · ⊂ G̃n = G̃

which lifts (3.1.15).

Proof. Let b′ := g−1bσ(g).

We first observe that by the Iwasawa decomposition, we may assume that g ∈ P (L), and

hence that the parabolic subgroup associated to the Newton cocharacter νb′ = gνbg
−1 is equal

to P .

By Grothendieck-Messing, it suffices to exhibit a PW -valued cocharacter µ′ lifting the Hodge

filtration on D(Gg)(k). To see this, first consider the parabolic subgroup PHk ⊂ Gk associated to

the Hodge filtration on D(Gg)(k); with the set up as above it is the parabolic subgroup associated

to µ−1⊗k. Let PNk ⊂ Gk be the special fiber of the parabolic P associated to the slope filtration

on G , since P is defined over W .

By the Bruhat decomposition, there is some maximal torus T ′, defined over k, such that

T ′ ⊂ PNk ∩ PHk . We can lift T ′ to a torus T ′W over W contained in PW . Then the Hodge

filtration on D(Gg)(k) is given by some T ′-valued cocharacter µ′−1, and lifting this to a T ′W -

valued cocharacter µ′0
−1 gives us the desired cocharacter. �

In particular, we have a PW -valued cocharacter µ′0, whose inverse lifts the Hodge filtration,

so we can recall the previous results about the construction of the universal deformation ring

Spf RG.

Let UG be the unipotent subgroup of the parabolic subgroup of G corresponding to µ′. We

have an isomorphism

UG =
∏
α∈S

Uα,

where S = {α ∈ ∆ : 〈α, µ′0〉 > 0}.
Let U ′ =

∏
α∈S′ Uα ⊂ UG be the product of the roots subspaces, where

S′ = {α ∈ S : 〈α, ν〉 ≥ 0}.

Let R′ denote the completion of U ′ at the identity. From the construction, we see that R′ is

a quotient of RG. We now observe the following.

Proposition 3.1.17. Let h : SpecR→ Spf(RG) be a deformation G̃ of G over a ring R where

R is a p-nilpotent local ring. Then h factors through Spf R′ if and only if G̃ admits a filtration

G̃ = G̃0 ⊃ G̃1 ⊃ · · · ⊃ G̃n = 0

deforming the slope filtration.
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Proof. The ‘only if’ part is clear, because there is a filtration on the universal deformation over

Spf R′. To show the ‘if’ part, since R is a p-nilpotent local ring, we may apply Grothendieck-

Messing theory, from which the result follows from the definition of R′, since Spf R′ is the

subspace where the lifting of the Hodge filtration factors through P . �

3.1.18. Let E := D(GSpf RG)[1
p ], which is a vector bundle over Spf RG equipped with a Hodge

filtration Fil1GSpf RG ⊂ E. The relative position of the Hodge filtration induces a map

π : (Spf RG)rig → FlG,µ

to the flag variety. (This is the restriction to Spf RG of the period map on Rapoport-Zink

spaces.)

Let us consider the image of π|(Spf R′)rig . By the definition of R′, (Spf R′)rig is exactly the

preimage of the Schubert cell S = P/P ′ ⊂ FlG,µ, since Spf R′ corresponds to the subspace of

Spf RG where the Hodge filtration of the associated p-divisible group factors through P .

Proposition 3.1.19. Let G̃ be a G-adapted lift, associated to a map $ : RG → OK . Then G̃

admits a filtration lifting the slope filtration on G if and only if $ factors through R′.

Proof. Observe that, for rigid points, we can restate the condition that the Hodge filtration fac-

tors through P in terms of the relative positions of the Hodge and slope filtration. In particular,

for x ∈ (Spf RG)rig, π(x) lies in S exactly when (the inverse of) the slope filtration of the the

associated weakly admissible F -isocrystal Vx (which is a priori only a filtration by F -isocrystals)

is a filtration by weakly admissible F -isocrystals (i.e. the restriction of the Hodge filtration to

each filtrand of the slope filtration is weakly admissible). This condition is exactly equivalent to

G̃ admits a filtration lifting the slope filtration on G . �

3.1.20. Let G̃ be a G-adapted lifting of G , with a filtration lifting the slope filtration. Then

we have a filtration on L = TpG , which we denote by (L•). More generally, we consider L in

Repcris◦
GK

with a GK-stable filtration L•.

Consider the filtration on M = M(L) given by

M• := M(L•).

The following proposition refines Theorem 3.1.4.

Proposition 3.1.21. Let L be in Repcris◦
GK

, equipped with GK-invariant tensors (sα) whose sta-

bilizer is G. If M = M(L), then M(L•) is a G-filtration on M, which we denote by FF (M). If

k is separably closed, then there is an S-linear isomorphism.

M
∼−−→ L⊗Zp S

which takes the tensors s̃α to sα, and which induces isomorphisms on the filtered pieces

FγF (M)
∼−−→ FγF (L)⊗Zp S.

Proof. It suffices to prove the proposition when k is separably closed. Now suppose that k is

separably closed, set M′ = L ⊗Zp S, and let A ⊂ HomS(M,M′) be the subscheme of isomor-

phisms between M and M′ which take s̃α to sα, and induces an isomorphism between the filtered

pieces FγF (M) and FγF (L) ⊗Qp S. We claim that A is a P -torsor over S. The claim implies

the proposition, since if we let U be the unipotent radical of P , then any P/U -torsor over S is

trivial, since P/U is reductive, and any U -torsor over an affine scheme is trivial.
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We first observe that AS(p)
is a trivial P -torsor. Recall that we have a canonical isomorphism

over OÊur

(3.1.22) M⊗OÊur
∼−−→ L⊗OÊur

defined by Fontaine (c.f. [Fon90, A1]). Since this isomorphism is functorial, the isomorphism

above takes FγF (M) ⊗ ÔEur to FγF (L) ⊗Zp ÔEur . Thus, we see that the filtration on M ⊗ ÔEur
given by F•F (M) ⊗ ÔEur is a G-filtration, and moreover is exactly given by FF (L). Thus, we

have a (trivial) P -torsor over OÊur , which, by faithfully flat descent, gives us a P -torsor over

S(p).

Moreover, since M[1/p] is an exact faithful tensor functor, AS[1/p] is a P -torsor.

We now view L (resp. M) as a tensor functor from RepZpG to Repcris◦
GK

(resp. Mod/S),

denoted by |L| (resp. |M|). In order to show that FγF (M) is a G-filtration, it suffices to show

that for every γ ∈ Q, the fiber functor FγF (|M|) : RepZpG → Mod/S given for every τ ∈ RepG
by FγF (|M|)(τ) = FγF (|M|(τ)) = M(FγF (|L|(τ))) is exact. The above arguments show that the

restriction of FγF (|M|) to S[1/p] and S(p) are exact functors, and thus we have an exact tensor

functor over U = SpecS\{m}. Thus, if we consider the scheme of isomorphisms

B = Isom(FγF (|L|(τ))⊗S,FγF (|M|)),

then BU is a G-torsor, and by [CTS79, Thm 6.13], we can extend BU to a torsor over S, which

is necessarily equal to B. Thus FγF (|M|) is exact, so F•F (|M|)) is a G-filtration, and thus A is a

P -torsor. Since S is a strictly henselian local ring, A is necessarily trivial. We hence choose a

section f ∈ A(S), and as described above, this proves the claim. �

3.2. Rapoport-Zink Spaces. We now define the Rapoport-Zink space for a triple (G, b, µ) of

Hodge type, following [Kim18], where G is an unramified, connected reductive group over Qp,

b ∈ G(L) and µ ∈ X∗(T ). Let X be a p-divisible group over k, such that the Frobenius ϕ on

D(X) is given by bσ.

Definition 3.2.1. Let RZ(G, b, µ) be the functor which assigns to any p-locally nilpotent smooth

W -algebra R the set of isomorphism classes ((X, ρ, tα) such that

(1) (X, tα) is a p-divisible group over R with tensors tα ⊂ D(X)⊗, where (tα) consists of

morphisms of crystals tα : 1→ D(X)⊗ over Spec(R) such that

tα : 1[1/p]→ D(X)⊗[1/p]

is Frobenius equivariant;

(2) ρ : XR/p → XR/p is a quasi isogeny;

(3) For some nilpotent ideal J ⊂ R containing (p), the pull-back of tα over Spec(R/J) is

identified with sα under the isomorphism of isocrystals induced by ρ:

D(XR/J)[1/p]
∼−→ D(XR/J)[1/p].

(4) For some (any) formally smooth p-adic W -lift R̃ of R, endowed with the standard PD-

structure on ker(R̃ → R) = pmR̃ for some m, let (tα(R̃)) denote the R̃-section of (tα).

Then the R̃-scheme

P (R̃) := IsomR̃([D(X)R̃), (tα(R̃))], [R̃⊗Zp Λ∗, (1⊗ sα)]),

classifying isomorphisms matching (tα(R̃)) and (1⊗ sα), is a GW -torsor.
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(5) The Hodge filtration Fil1(X) ⊂ D(X)(R) is a {µ}-filtration with respect to (tα(R)) ⊂
D(X)(R)⊗, where {µ} is the unique G(W )-conjugacy class of cocharacters such that

b ∈ G(W )pυG(W ).

Now, fix [b] ∈ B(G, υ), and suppose that P is the standard parabolic subgroup of G given

as the stabilizer of ν[b]. By σ-conjugating b, we may choose a representative X which is fully

slope-decomposable, i.e. we have a decomposition

X = X′1 ⊕ · · · ⊕ X′m
such that Xi is isoclinic. Such a representative always exists, see for example [Ham17, §2]. In

particular, we have a slope filtration on X as

0 ⊂ X1 ⊂ · · · ⊂ Xt = X,

for Xj = ⊕1≤i≤jX′i.

Definition 3.2.2. Let RZ(P, b, µ) be the subfunctor of RZ(G, b, µ) which to a W -algebra R

associates the set of isomorphisms classes of triples (H,H•, ρ, tα), where

(1) (H, ρ, tα) ∈ RZ(G, b, µ)(R),

(2) H• is an increasing filtration of H by p-divisible groups over SpecR, with p-divisible

subquotients,

(3) ρ : XR/p → HR/p is a quasi-isogeny compatible with the filtration, i.e.

ρ(Xj,R/p) ⊆ Hj,R/p for any j = 1, . . . , t;

such that the restrictions of ρ to the Barsotti-Tate subgroups defining the filtration

ρj : Xj,R/p → Hj,R/p

are quasi-isogenies.

(4) For some (any) formally smooth p-adic W -lift R̃ of R, endowed with the standard PD-

structure on ker(R̃ → R) = pmR̃ for some m, let (tα(R̃)) denote the R̃-section of (tα).

Then the R̃-scheme

P (R̃) := IsomR̃([D(X)•
R̃

), (tα(R̃))], [(R̃⊗Zp Λ∗)•, (1⊗ sα)]),

classifying isomorphisms matching (tα(R̃)) and (1⊗sα), and the filtration, is a PW -torsor.

The same proof as in the PEL type case (see [Man08, Prop 4.3]) shows that RZ(P, b, µ) is

represented by a formal scheme over OE , formally locally of finite type. Moreover, the formal

scheme RZ(P, b, µ) is formally smooth, since the complete local ring at any point x is, from Prop

3.1.17, exactly SpfR′.

We now recall a key result [Man08, Prop 5.1] concerning the liftings of filtrations of p-divisible

groups. Let S be a connected scheme of characteristic p.

Proposition 3.2.3. Let X = ⊕iX′i be a decomposition of a fixed p-divisible group over k and

write Xj = ⊕0≤i≤jXi (j = 1,...,t) for its filtration

Let G be a p-divisible group over a noetherian k-scheme S, together with a quasi-isogeny

ρ : XS → G. Then there exists a stratification of S by closed subschemes {Si}

S = S0 ⊃ S1 ⊃ · · · ⊃ Sr ⊃ Sr+1 = ; S◦s = Ss − Ss+1

such that
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(1) for each s, the restriction of G to the locally closed subscheme S◦s admits an increasing

filtration G • satisfying the condition: for each j = 1, ..., t, the restriction of ρ to the

subgroup Xj induces a quasi-isogeny ρj : Xj → Gj;

(2) for any connected scheme Z and any morphism f : Z → S, f∗G admits a filtration by

p-divisible subgroups with the above property if and only if the morphism f factors via

the inclusion S◦s ↪→ S, for some s ≥ 0.

4. Affine Deligne-Lusztig varieties and isogeny classes mod p

In this section, we will recall results about isogeny classes of p-divisible groups with G-

structure, and the irreducible components of affine Deligne-Lusztig varities of unramified el-

ements.

4.1. Affine Deligne-Lusztig varieties.

4.1.1. Let L = W (F)p)[1/p] and OL = W (Fp). Denote by Γ := Gal(Fp/Fp) the absolute Galois

group. Fix a connected reductive group G over Zp. We denote by GQp the generic fibre of G.

Let T ⊂ G be the centralizer of a maximal split torus, B ⊃ T a Borel subgroup of G.

For b ∈ G(L), let [b] denote the σ-conjugacy class of b, and B(G) denote the set of σ-conjugacy

classes in G(L).

Recall that since G is unramified, it splits over L, so we have the Cartan decomposition

G(L) =
∐

µ∈X∗(T )+

G(OL)pµG(OL).

where X∗(T )+ is the set of dominant cocharacters. For any b ∈ G(L), let µb denote the dominant

cocharacter such that b lies in the double coset of pµb under the Cartan decomposition.

Let π1(G) denote the quotient of X∗(T ) by the space of coroots of G. Let κ̃G denote the

composition

κ̃G : G(L)
b7→µb−−−→ X∗(T )/Ω→ π1(G)

Composing with the projection π1(G) � π1(G)Γ, we obtain a map κ, which is known as the

Kottwitz homomorphism. Observe that κ only depends on the σ-conjugacy class [b].

For µ ∈ X∗(T ), we denote by µ] the image of µ in π1(G)Γ.

4.1.2. Recall the Newton map νb : D(Q) → G defined by Kottwitz [Kot85, 4.2]. For G =

GL(V ), νb is the cocharacter which induces the slope decomposition of the isocrystal (V, ϕ = bσ).

In general, it is the cocharacter inducing the slope Q-graduation of the trivial G-isocrystal with

Frobenius ϕ = bσ.

Observe that for any g ∈ G(L), we have νgbσ(g)−1 = gνbg
−1. Thus, the slope homomorphism

on the σ-conjugacy class [b] is defined up to G(L)-conjugacy. We set ν([b]) ∈ (X∗(T )⊗Q)+ to be

the unique dominant element in the conjugacy class. This is clearly independent of all choices.

Recall that we have a partial ordering on (X∗(T ) ⊗ Q)+ given by λ1 ≤ λ2 if λ2 − λ1 is a

non-negative linear combination of simple coroots of G.

For any µ ∈ X∗(T ), let F ⊂ L be a finite unramified Galois extension of Qp over which µ is

defined, and let

µ̄ =
1

[F : Qp]

∑
τ∈Gal(F/Qp)

τ(µ).
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4.1.3. For any b ∈ G(L), and any minuscule cocharacter µ ∈ X∗(T ), we define the affine

Deligne-Lusztig variety

Xµ(b) := {g ∈ G(L)/G(OL) : g−1bσ(g) ∈ G(OL)pµG(OL)}.

Xµ(b) depends only upon the σ-conjugacy class [b], and we can replace µ by any Weyl conjugate.

Thus, we may assume that µ is dominant with respect to some choice of borel B and maximal

torus T . By the work of [Zhu17], Xµ(b) is the set of Fp points of a perfect scheme over F̄p, and

a subscheme of the (Witt vector) affine Grassmannian.

We define

B(G,µ) := {[b] : κG([b]) = µ] ∈ π1(G)Γ and ν([b]) ≤ µ̄}.
We have a partial order on B(G,µ) such that [b1] � [b2] if and only if ν([b1]) ≤ ν([b2]). By

[Win05], we know that Xµ(b) is non-empty if and only if b ∈ B(G,µ).

4.1.4. We define the algebraic group Jb over Qp by

Jb(R) := {g ∈ G(R⊗Qp L) : g−1bσ(g) = b}.

There is an inclusion Jb ⊂ G, defined over L, which is given on R-points (R an L-algebra) by

the natural map G(R ⊗Qp L) → G(R).Then the inclusion Jb ⊂ G identifies Jb with M over L,

and moreover Jb is an inner form of M [Kot97, 3.3].

For any b ∈ G(L), we define

defG(b) = rkQp(G)− rkQp(Jb),

where rkQp(G) is the rank of the maximal split Qp torus of the algebraic group G.

Let us now recall a key result about the dimensions of affine Deligne-Lusztig varieties (c.f.

[Zhu17, Thm 3.1])

Theorem 4.1.5. Assume the affine Deligne-Lusztig variety is non-empty, i.e. [b] ∈ B(G,µ).

The dimension of the affine Deligne-Lusztig variety Xµ(b) is

〈ρ, µ− ν([b])〉 − 1

2
defG(b).

4.2. Connected components. We now assume that µ is a minuscule cocharacter of G. Let [b]

be a σ-conjugacy class of G, lying in B(G,µ). By [CKV15, 2.5.2] we can choose a representative

b of [b] such that νb ∈ (X∗(T )⊗Q)+, is defined over Qp, and is G-dominant. Moreover, b ∈Mb,

the centralizer of νb. A standard Levi subgroup M ⊂ G is one defined by a dominant cocharacter

in X∗(T )Γ. For the choice of b above, Mb is a standard Levi subgroup.

4.2.1. By [CKV15, 2.5.4], if M ⊃ Mb is a standard Levi subgroup and κM (b) = µ\, then the

natural inclusion

XM
µ (b)→ XG

µ (b)

is an isomorphism. The pair (µ, b) is called HN-indecomposable if κM (b) 6= µ\ for any standard

Levi M ⊃Mb. The following is [CKV15, Thm 1.1].

Theorem 4.2.2. Assume that Gad is simple and that µ is minuscule, and suppose that (µ, b) is

Hodge-Newton indecomposable in G. Then κG induces a bijection

π0(Xµ(b)) ' cb,µπ1(G)Γ
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for some cb,µ ∈ π1(G), unless [b] = [pµ] with µ central in G, in which case we have an isomor-

phism

Xµ(b) ' G(Qp)/G(Zp)
so Xµ(b) is discrete.

Moreover, by [CKV15, Cor 2.4.2], for ω ∈ cb,µπ1(G)Γ, with image ωad ∈ cbad,µadπ1(Gad)Γ we

have an isomorphism of connected components

Xµad(bad)ωad
∼−−→ Xµ(b)ω.

4.3. Reduction to Levi subgroup. We continue to assume that µ is a minuscule cocharacter

of G. Let [b] be a σ-conjugacy class of G, lying in B(G,µ). Consider M[b], the standard Levi

subgroup given as the centralizer of the Newton cocharacter ν([b]). For the rest of this subsection,

for notational simplicity, we let M := M[b]. We continue to assume that the representative b of

this σ-conjugacy class satisfies b ∈M(L), and moreover νb lies in (X∗(T )⊗Q)+, is defined over

Qp, and is G-dominant.

4.3.1. We now want to reduce to understanding the irreducible components in the case where

b is basic. To do this, we will recall the results of [HV18], applying the well-known reduction

method of [GHKR06].

Let P = MN be the parabolic subgroup associated to νb, where N is the unipotent radical

of P . Since b ∈M(L), we have an induced decomposition

Jb(Qp) ∩ P (L) = (Jb(Qp) ∩M(L))(Jb(Qp) ∩N(L)).

As discussed above, we have Jb(Qp) ⊂M(L). In particular, we see that Jb(Qp) ∩N(L) = {1}.
We now consider the following subvariety of the affine Grassmanian GrM of M :

XM⊂G
µ (b) = {gMc ∈ GrM |g−1bσ(g) ∈ Kµ(p)K}.

Note that XM⊂G
µ (b) =

∐
µ′∈Iµ,b X

M
µ′ (b), where Iµ,b is the set of M -conjugacy classes of cocharac-

ters µ′ in the G-conjugacy class of µ with [b]M ∈ B(M,µ′). Such a set is non-empty, see Remark

5.3.2 below.

We also consider

XP⊂G
µ (b) := {gKP ∈ GrP |g−1bσ(g) ∈ Kµ(p)K}.

The Iwasawa decomposition shows that XP⊂G
µ (b) is a decomposition of XG

µ (b) into locally

closed subsets, hence the set of irreducible components of XP⊂G
µ (b) is equal to the set of irre-

ducible components of XG
µ (b). Moreover, the surjection GrP � GrM induces a surjection

β : XP⊂G
µ (b)→ XM⊂G

µ (b).

We want to investigate the image of irreducible components under β. Define the set

Σ′(XM⊂G
µ (b)) :=

⋃
µ′∈Iµ,b

Σtop(XM
µ′ (b))

where Σtop denotes the set of top-dimensional irreducible components. Note that XM⊂G
µ (b) may

not be equidimensional, as the example in [RV14, §8] shows.

We recall the following two results [HV18, 5.5,5.6].
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Lemma 4.3.2. β induces a well-defined surjective map

βΣ : Σtop(XP⊂G
µ (b))→ Σ′(XM⊂G

µ (b)),

which is Jb(Qp) ∩ P (L)-equivariant for the natural action of the left hand-side, and the action

through the natural projection Jb(Qp) ∩ P (L) � Jb(Qp) ∩M(L) on the right hand side.

Proposition 4.3.3. Let Z ⊂ XM⊂G
µ (b) be an irreducible subscheme. Then Jb(Qp) ∩N(L) acts

transitively on Σ(β−1(Z)).

Since Jb(Qp) ∩N(L) = {1} we immediately get the following corollary.

Corollary 4.3.4. The map βΣ induces a bijection between irreducible components of XG
µ (b) and

irreducible components of
∐
µ′∈Iµ,b X

M
µ′ (b).

4.4. Unramified σ-conjugacy classes. Recall that we have chosen a Borel subgroup B and

maximal torus T such that T ⊂ B ⊂ G. Observe that we have a canonical map B(T )→ B(G).

Lemma 4.4.1. The following are equivalent:

(1) [b] lies in the image of B(T )

(2) defG(b) = 0

(3) There is a representative of [b] of the form pτ , for some τ ∈ X∗(T )

Proof. We denote the image of B(T ) by B(G)unr. This result is contained in the results of

[XZ17, §4.2], and we sketch the proof here. Firstly, the canonical map X∗(T )→ B(G), τ 7→ [pτ ]

induces a bijection X∗(T )σ/Ω(Qp) ' B(G)unr, where X∗(T )σ are the σ-coinvariants of X∗(T ).

This shows (1)⇔ (3).

For any b ∈ G(L), we can choose some standard Levi subgroup M and cocharacter µ such

that b is σ-conjugate to a basic element in B(M,µ). If [pτ ] is basic in M , then Jpτ contains

the torus T and therefore, defG(b) = 0. Conversely, defG(b) = 0 implies that bad is σ-conjugate

to 1 in Mad(L). Since Mad(L) is generated by the image of M(L) → Gad(L) and Tad(L), b is

σ-conjugate to pτ for some τ ∈ X∗(T ). This shows (2)⇔ (3) �

Remark 4.4.2. We repeat here the remark [XZ17, 4.2.11]. The identity element represents the

basic element in B(Mad, µad) if and only if [1] ∈ B(Mad, µad), i.e. µad = 0 in π1(Mad)Γ. If Mad

is split, then µad = 0 in π1(Mad)Γ implies that µad is the sum of coroots of Mad, and hence µad
is either the identity or it cannot be minuscule.

If [b] ∈ B(G) satisfies any of the equivalent conditions in Lemma 4.4.1, we say that [b] is

unramified.

We can define the set of dominant elements in X∗(T )σ as

X∗(T )+
σ =

{
λσ ∈ X∗(T )σ|

〈
λ,

k−1∑
i=0

σi(α)

〉
≥ 0 for every α ∈ ∆

}
where k is degree of the splitting field of G over Qp. The set X∗(T )+

σ is in bijection with

X∗(T )σ/Ω(Qp) under the natural map.

4.4.3. We now recall the results of [XZ17, §4.4] which give us a more explicit description of

XG
µ (b) in the case where G has a connected center.

Let us first recall results (c.f. [XZ17, §3.2]) about the geometry of semi-infinite orbits in the

affine Grassmannian and Mirković-Vilonen cycles.
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Let H be an affine group scheme of finite type defined over O, the ring of integers of a non-

archimedian local field. We denote by L+H (resp. LH) the jet group (resp. loop group) of H.

As a presheaf, we have L+H(R) = H(WO(R)) and LH(R) = H(WO(R)[1/p]), where

WO(R) := W (R)⊗̂O

is the ring of Witt vectors with coefficients in O. L+H (resp. LH) is represented by an affine

group scheme (resp. ind-scheme).

We define the (spherical) Schubert variety Grµ as the closed subset

Grµ = {(E, β) ∈ Gr|Inv(β) ≺ µ}

of the affine Grassmannian Gr of G over F̄p. It contains the Schubert cell

G̊rµ := {(E, β) ∈ Gr|Inv(β) = µ} = Grµ\ ∪λ≺µ Grλ

Let U be the unipotent radical of the Borel subgroup B.

Definition 4.4.4. For λ a coweight of G, the semi-infinite orbit associated to λ is

Sλ := LUpλL+G/L+G.

The following result is the key result about the geometry of semi-infinite orbits.

Theorem 4.4.5 (Mirković-Vilonen). For λ and µ two coweights of G with µ dominant, every

irreducible component of the intersection Sλ ∩ Grµ is of dimension 〈ρ, λ + µ〉. In addition, the

number of its irreducible components equals to the dimension of the λ-weight space Vµ(λ) of the

irreducible representation Vµ of Ĝ of highest weight µ.

Irreducible components of Sλ∩Grµ are referred to as Mirković-Vilonen cycles. We will denote

by MVµ(λ) the set of irreducible components of Sλ∩Grµ, and for b ∈MVµ(λ), write (Sλ∩Grµ)b

the irreducible component (a.k.a. MV cycle) labeled by b.

While the results above hold for any general dominant coweight µ, we are primarily interested

in the case when µ is minuscule. If µ is a minuscule coweight of G, then Grµ = G̊rµ and Sλ∩Grµ
is non-empty if and only if λ = wµ for some w ∈ Ω(Qp). Thus,

Sλ ∩Grµ = L+UpλL+G/L+G ' L+UpλL+U/L+U

is irreducible.

4.4.6. Now, suppose that τσ ∈ X∗(T )+
σ . Consider the intersection

Yν := Sν ∩Xµ(pτ ),

which is a locally closed sub ind-scheme of Xµ(τ). It fits into the following Cartesian diagram

Yν (Sν×̃Sλ) ∩ (Gr×̃Grµ)

Sν Sν × Sτ+σ(ν)

pr1×m

1×pτσ

where λ = τ + σ(ν) − ν, and ×̃ denotes the twisted product, and m is the product of the

convolution map. Since (Sν×̃Sλ) ∩ (Gr×̃Grµ) = Sν×̃(Sλ ∩ Grµ) by [XZ17, 3.2.8], every b ∈
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MVµ(λ) gives a closed subset Y b
ν = Y b

ν (τ) of Yν that fits into the Cartesian diagram

Y b
ν Sν×̃(Sλ ∩Grµ)b

Sν Sν × Sτ+σ(ν)

pr1×m

1×pτσ

We need the following lemma. Let ∆ denote the set of simple roots of G. In [XZ17, §3.3]

the set MVµ is endowed with a Ĝ-crystal structure and therefore to every b ∈ MVµ(λ) can be

attached a collection of non-negative integers {εα(b), α ∈ ∆}. The following lemma is [XZ17,

4.4.3].

Lemma 4.4.7. Assume that ZG is connected.

(1) Let λ ∈ X∗(T ) and assume that λσ = τσ in X∗(T )σ. Then there exists a dominant

coweight ν such that λ+ ν − σ(ν) is dominant, and 〈ν, α〉 ≥ εα(b) for all α ∈ ∆.

(2) Among all ν’s satisfying the above property, there is a “minimal” νb, unique up to

addition by an element in X∗(ZG). Here “minimality” means that for any other ν

satisfying the above property, ν − νb is dominant. In addition, for every α ∈ ∆, at least

one of the following inequalities is an equality

〈α, νb〉 ≥ εα(b), 〈ασ(α), νb〉 ≥ εσ(α)(b), . . . , 〈ασd−1(α), νb〉 ≥ εσd−1(α)(b)

where d is the cardinality of the σ-orbit of α

For a (choice of) minimal weight ν = νb as above, we let τb = λ+ νb − σ(νb)

Lemma 4.4.8. Suppose µ is minuscule. Let b ∈MVµ(λ), and n be the minimal positive integer

such that σn(λ) = λ. Then σn(νb)− νb ∈ X∗(ZG).

Proof. Firstly, since µ is minuscule, we must have λ = ω(µ) for some ω ∈ Ω(Qp). Moreover,

since τb, νb are dominant, so too are σn(τb), σn(νb). In this case, we have

(4.4.9) εα(b) = max{0,−〈λ, α〉}.

Since σn(λ) = λ, we see that for any α ∈ ∆, we have εα(b) = εσn(α)(b). Thus, σn(νb) also

satisfies the condition in Lemma 4.4.7(1), and thus σn(νb) − νb must be dominant. However,

σn(νb)− νb dominant implies

〈σn(νb), α〉 ≥ 〈νb, α〉
for all α ∈ ∆. Since 〈σn(νb), α〉 = 〈νb, σ−n(α)〉, we must have 〈σn(νb) − νb, α〉 = 0, for all α,

hence σn(νb)− νb ∈ X∗(ZG). �

For b ∈ ∪λ∈τ+(σ−1)X∗(T )MVµ(λ), let Xb
µ (pτ ) denote the closure of ∪ν∈X∗(T )Y

b
ν in Xµ(pτ ).

Note that by [XZ17, Lem. 4.3.6 (2)], the isomorphism Xµ(pτ )
∼−→ Xµ(pτb) induces an isomor-

phism Xb
µ (pτ )

∼−→ Xb
µ (pτb). Observe that since semi-infinite orbits form a partition of the affine

Grassmannian into locally closed subsets, Y b
ν form a partition ofXµ(b) into locally closed subsets.

Thus, Xb
µ (pτ ) is a union of some irreducible components of Xµ(pτ ), and Xµ(pτ ) = ∪bXb

µ (pτ ).

The following result, contained in [XZ17, 4.4.5, 4.4.7], describes an irreducible component of

Xb
µ (pτ ).
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Theorem 4.4.10. Assume that ZG is connected. Let b ∈ MVµ(λ). Let ν = νb and τ = τb
as in Lemma 4.4.7. Let Xb,x0

µ (τ) be the closure of Y b
ν ∩ Grν . Then Xb,x0

µ (τ) is geometrically

irreducible of dimension 〈ρ, µ− τ〉.

The following result is [XZ17, 4.4.14].

Theorem 4.4.11. Let b = ωτ be an unramified element, and assume that τσ is dominant.

Consider the action of Jpτ (F ) on the set of irreducible components of Xµ(pτ ).

(1) The stabilizer of each irreducible component is a hyperspecial subgroup.

(2) The subset Xb
µ (pτ ) is invariant under the action of Jpτ , and the group Jpτ acts transi-

tively on the set of irreducible components of Xb
µ (pτ ).

(3) Assume that ZG is connected. There is a canonical Jpτ (F )-equivariant bijection between

the set of irreducible components of Xµ(pτ ) and⊔
λ∈τ+(1−σ)X∗(T )

MVµ(λ)×HSb, (b, x) 7→ Xb,x
µ (τ)

where HSb denote the set of hyperspecial subgroups of Jτ (F ), and Xb,x
µ (τ) is the ir-

reducible component in Xb
µ (τ) whose stabilizer is the hyperspecial subgroup of Jτ (F )

corresponding to x.

Proposition 4.4.12. Assume that ZG is trivial. Let µ be minuscule, and pτ an unramified

element such that τσ is dominant. Fix b ∈ MVµ(λ) such that τσ = λσ. We further assume

τ = τb. Let n be the minimal positive integer such that σn(λ) = λ. Then σn fixes the irreducible

components of Xb
µ (pτ ), i.e. g, σn(g) lie in the same irreducible component of Xb

µ (pτ ).

We first need a lemma about the group Jpτ .

Lemma 4.4.13. With the assumptions above, the set Jpτb (Qp) ⊂ G(L) is fixed by σn.

Proof. We observe that since τb = λ + νb − σ(νb), Jpτb is the conjugate of Jpλ by pνb . Since

ZG is trivial, by Lemma 4.4.8, we see that σn(νb) = νb, so it remains to check that the points

Jpλ(Qp) ⊂ G(L) are fixed by σn. Then Jpλ is an inner form of Mλ̄, the Levi subgroup which

centralizes λ̄, and since pλ is unramified, we in fact have Jpλ = Mλ̄, so the points Jpλ(Qp) are

in fact defined over Qp, and hence fixed by σn. �

We now prove Proposition 4.4.12.

Proof. Since Jpτ (Qp) acts transitively on the set of irreducible components of Xb
µ (pτ ), choose

some h ∈ Jpτ (Qp) such that hg ∈ Xb,x0
µ (pτ ). Since Xb,x0

µ (b) is the closure of Y b
νb
∩Grνb , we see

that σn(hg) lies in the closure of Y b
σn(νb)∩Grσn(νb). Since νb is fixed by σn, then σn(hg) = hσn(g)

lies in Xb,x0
µ (b) as well. Hence g, σm(g) lie in the same irreducible component of Xb

µ (pτ ). �

4.5. Reduction of isogenies. We now assume that we have a p-divisible group G /k such that

the Hodge filtration is given by µ−1
0 . Let K/L be a finite extension and fix a Galois closure K̄

of K, with residue field F̄p. Let G̃ be a GOL-adapted lifting of G to a p-divisible group over

OK , with a lift of the slope filtration. By Proposition 3.1.21, taking u = 0 there exists an

isomorphism

(4.5.1) TpG̃
∗(−1)⊗Zp OL

∼−−→ D(G̃ )
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which takes the tensors sα,ét to sα,0 and the filtration on TpG̃ ∗(−1) to the graded pieces of the

filtration on D(G̃ ) induced by the slope filtration. We may take U to be TpG̃ ∗(−1) equipped

with the tensors sα,ét, and the filtration FF on TpG̃ ∗(−1); up to modifying the isomorphism

(4.5.1), we can assume that the Frobenius is given by bσ.

Let g ∈ G(Qp). There is a finite extension K ′/K in K̄ such that g−1TpG̃ is GK′-stable, and

hence corresponds to a p-divisible group G̃ ′ over K ′. Let G ′ = G̃ ′ ⊗ Fp. The quasi-isogeny

θ : G̃ → G̃ ′ identifies D(G̃ ′) with g0D(G ) for some g0 ∈ GL(D(G )⊗Zp Qp).

Moreover, by construction of the isomorphism (4.5.1), there is an isomorphism

TpG
∗(−1)⊗Zp S

∼−−→M(TpG
∗),

that takes sα,ét to s̃α, induces an isomorphism on the associated graded of the filtrations on

both sides, and which, by setting u = 0, recovers the isomorphism in (4.5.1).

Let M′ := M(TpG̃ ′∗) and M := M(TpG̃ ∗), then the quasi-isogeny θ : G̃ → G̃ ′ induces

an identification M(θ) : M(TpG̃ ′∗)[1/p]
∼−→ M(TpG̃ ∗)[1/p] so that M′ = g̃M for some g̃ ∈

GL(M[1/p]).

We have the following lemma.

Lemma 4.5.2. We have g̃ ∈ P (OÊur)gG(OÊur).

Proof. Over OÊur there are canonical identifications:

TpG̃
∗(−1)⊗Zp OÊur 'M⊗S OÊur

TpG̃
′∗(−1)⊗Zp OÊur 'M′ ⊗S OÊur

The first (respectively the second) taking sα,ét to s̃α (respectively s′α,ét to s̃′α). Moreover, the

first isomorphism also induces an isomorphism of the graded pieces of the filtrations on both

sides. Thus, if we identify TpG̃ ∗(−1) with TpG̃ ′∗(−1) via g, these isomorphisms differ from the

ones above by elements of P (OÊur) and G(OÊur) respectively. Since the map

TpG̃
∗(−1)⊗OÊur

∼−−→ TpG̃
′∗(−1)⊗OÊur

can−−→M′ ⊗OÊur
θ−−→M⊗ Eur

can−−→ TpG̃
∗(−1)⊗ Eur

is given by g, we have g̃ ∈ P (OÊur)gG(OÊur). �

Combined with [Kis17, 1.2.18], we have the following theorem

Theorem 4.5.3. We retain the assumptions of (∗). The association g 7→ g0 induces a well

defined map

G(Qp)/G(Zp)→ G(L)/G(OL).

For two choices of 4.5.1 the corresponding maps g 7→ g0 differ by an automorphism of G(L)/G(OL)

given by left multiplication by an element of M(OL). For any g we have g0 ∈ Xυ0(b) and

κ̃G(g0) = κ̃G(g) ∈ π1(G)Γ. If moreover m ∈M(Qp), we have κ̃M (m0) = κ̃M (m) ∈ π1(M)Γ.

Let N be the unipotent radical of the parabolic subgroup associated to ν([b])−1. We also

observe the following corollary:

Corollary 4.5.4. With the same assumptions as in Theorem 4.5.3, consider um, where u ∈
N(Qp), and m ∈ ZM (Qp). Then (um)0 is of the form u0m.
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5. Shimura varieties ShK(G,X)

5.1. Integral Models. We recall the results of Kisin [Kis10] about the construction of integral

models of Hodge type Shimura varieties with hyperspecial level structure at p > 2. Let G be a

connected algebraic group such that (G,X) is a Shimura datum, with reflex field E, and G is

unramified over Qp. For the rest of this section we assume that (G,X) is of Hodge type.

Let Apf be the ring of finite adeles with trivial component at p. Let Kp ⊃ G(Apf ) be an open

subgroup. Since (G,X) is a Shimura datum of Hodge type we have an embedding of Shimura

datum (G,X) ↪→ (GSp(V ),H±) that induces an embedding over E of Shimura varieties

ShK(G,X) ↪→ ShK′(GSp(V ),H±)

for K = KpK
p, and K ′ = K ′pK

′p, where K ′p ⊂ Kp is a small enough compact subgroup of

G(Qp), and K ′p = GSp(Λ)(Zp), where Λ is a Zp lattice of V . K ′p is a hyperspecial subgroup of

GSp(V )(Qp).

ShK′(GSp,H±) is the moduli space of triples (A, λ, εpK′), where A is a polarized abelian

scheme, λ is a polarization of A, and εpK′ is a section of the étale sheaf

εpK′ ∈ Isom(VApf
, V̂ p(A)Q)/K ′p,

where V̂ p(A) = limp-nA[n] is viewed as an étale local system and V̂ p(A)Q = V̂ p(A)⊗Z Q.

We have a canonical integral model SK′(GSp,H±) over Z(p) for ShK′(GSp,H±) given by

extending the moduli interpretation to schemes over Z(p). By taking the closure of ShK′(G,X)

in SK′(GSp,H±), we have a model S̃K′(G,X) of ShK(G,X) over OE,(v), equipped with an

embedding

S̃K′(G,X) ↪→ SK′(GSp,H
±).

Taking the normalization of S̃K′(G,X), this gives us a smooth scheme SK′(G,X) over OE,(v),

which is the canonical model of ShK(G,X). We also define the projective limit

SKp(G,X) := lim←−
Kp

SKpKp(G,X).

Observe that there is a universal abelian scheme h : A → SK′(GSp,H
±), and by pulling back

to SK(G,X), we have an abelian scheme over SK(G,X). By abuse of notation, we also let

h : A → SK(G,X)

be the universal abelian scheme over SK(G,X).

Moreover, the constructions in [Kis10] also give us étale, deRham, and crystalline tensors for

points in SK(G,X). Let us briefly review this construction. Recall that we have an embedding

GZp ↪→ GSp(Λ) ⊆ GL(Λ) of group schemes over Zp. Let VZ be the Z-lattice of V such that

VZ ⊗Z Zp = Λ. Write VZ(p)
= VZ ⊗ Z(p). Then we have a closed embedding of group schemes

over Z(p)

GZ(p)
↪→ GSp(VZ(p)

).

Let (sα) ⊆ V ⊗Z(p)
be tensors such that GZ(p)

is the stabilizer of the tensors (sα), where for an

R-module M , we write M⊗ for the direct sum of all tensor products, duals, symmetric and

exterior powers of M .
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Let VdR = R1h∗Ω
• where Ω• is the sheaf of differentials on A . By the de Rham isomorphism,

we can view (sα) as sections (sα,dR) of VdR defined over C. In fact, (sα,dR) are horizontal sections

of V⊗dR defined over OE,(v), which lie in the Fil0 part of the Hodge filtration.

Similarly, for l 6= p, let Vl = R1hét,∗Ql, and let Vp = R1hη,ét,∗Qp, where hη denotes the generic

fibre of h. These are étale local systems over SK(G,X) and ShK(G,X) respectively. By the

étale-Betti comparison isomorphism, we have sections (sα,l) of Vl defined over C, which are in

fact defined over E for l = p, and OE,(v) for l 6= p.

If T is an OE,(v)-scheme (resp. an E-scheme), x ∈ SK(G,X)(T ), and ∗ = l or dR (resp.

∗ = p), we denote by (sα,∗,x) the pullback of (sα,∗) to T . Similarly, we denote by Ax the

pullback of A to x. Furthermore, note that for l 6= p, since the l-adic rational Tate module

Vl(Ax) is dual (as a Qp vector space) to H1
ét(Ax,Ql), we can view the sections (sα,l,x) as sections

of Vl(Ax), which we also denote by (sα,l,x). In this way, we have a section (sα,l,x)l 6=p of the étale

sheaf V̂ p(Ax)Q, and if x corresponds to the triple (A, λ, εpK′), ε
p
K′ is in fact a section

εpK ∈ Isom((VApf
, V̂ p(A)Q)/Kp),

which sends (sα) to (sα,l,x)l 6=p.

Let Sκ denote the special fiber of SK(G,X). Furthermore, suppose that x̃ is a geometric point

of the special fiber of Sκ with residue field k. Consider the crystalline cohomology of the abelian

variety Ax̃, H1
cris(Ax̃/W (k)). Note that this is canonically isomorphic to the contravariant

Dieudonné module D(Ax̃[p∞]) of the p-divisible group Ax̃[p∞]. Then via the p-adic comparison

isomorphism, we can construct crystalline tensors (sα,0,x̃) ⊂ H1
cris(Ax̃/W (k))⊗.

H1
cris(Ax̃/W (k)) is an example of an F -crystal with G-structure over Specκ.

For any geometric point x ∈ Sκ(F̄p), while the p-divisible group Ax[p∞] and the crystalline

tensors (sα,0,x) depends on some choices made during the construction of SK(G,X), it induces an

F -crystal with G-structure D(Gx) over F̄p which is independent of them. Moreover, [Lov17] (c.f.

[KMPS, Appendix A]) constructed a universal F -isocrystal with G-structure over SK(G,X),

which we denote by D0. D0 specialises to D(Gx) for every x ∈ SK(G,X)(Fp). Moreover, we also

have a section (sα,0) ⊂ D⊗0 defined over κ, such that the pull-back to any geometric point x is

the crystalline tensor (sα,0,x) constructed above. If T is a scheme over Specκ, for any x ∈ Sκ,

we denote by (sα,0,x) the pullback of (sα,0) to T .

From the arguments in [Kis10], we have the following proposition

Proposition 5.1.1. Let x ∈ Sκ(k) be a geometric point of Sκ. By construction, we have

tensors (sx,α,0) ⊂ D(Gx)(W (k))⊗. Then the completion Ûx of Sκ at x is isomorphic to the

deformation space Spf RG of GW -adapted lifts of Gx.

5.1.2. For any point x ∈ Sκ(Fp), let bx ∈ G(L) be such that the Frobenius on D(Gx) is given

by ϕ = bxσ. bx is determined up to σ-conjugacy by G(OL), we simply choose a representative

here.

We can in fact describe the elements [b] ofB(G) which arise from points on the Shimura variety.

Recall from Section 2.1.2 that attached to the Shimura datum (G,X) we have a dominant

minuscule cocharacter µ. If we choose T ⊂ GZp , then µ is also GW -valued. We set υ = σ(µ−1).

Note that, for any GW -valued cocharacter µ0 such that µ−1
0 defines the Hodge filtration on

D(Gx), µ, µ0 must be conjugate. Since µ, µ0 are GW -valued they are conjugate by an element of
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G(W ). Hence, if we set υ0 = σ(µ−1
0 ), we have

b ∈ G(W )pυ0G(W ) = G(W )pυG(W ),

hence [b] ∈ B(G, υ).

5.1.3. For any [b] ∈ B(G, υ), we define the Newton Stratum S
[b]
κ as

S [b]
κ = {x ∈ SK(Fp) : [bx] = [b]}.

This is a locally closed subscheme of Sκ with reduced subscheme structure.

We also have the following result of Lee [Lee18] about the non-emptiness of each Newton

strata, which was generalized in [KMPS] without the condition that G is unramified.

Theorem 5.1.4. Suppose that b ∈ B(G, υ). Then S
[b]
κ is non-empty.

Note that there is a unique [b] ∈ B(G, υ) such that ν([b]) = ῡ, which we refer to as the

µ-ordinary element [bord]. This corresponds to a maximal Newton stratum S
[bord]
κ . We denote

this by S ord
κ , and refer to this as the µ-ordinary locus of Sκ, and points as µ-ordinary points.

Let us state a few properties of the Newton stratification.

Theorem 5.1.5 ([Ham17],[Zha15]). Let [b] ∈ B(G, υ). Then

(1) S
[b]
κ is non-empty and of pure dimension

〈ρ, µ+ ν([b])〉 − 1

2
def(b),

where ρ denotes the halfsum of positive roots of G, ν(b) denotes the Newton cocharacter

of [b] and def(b) denotes the defect of b.

(2) S
[b]
κ =

⋃
[b′]�[b] S

[b′]
κ

5.2. Isogeny classes mod p. For any g ∈ Xµ(b), we see that g ·D(Gx) is a Dieudonné module.

Hence g ·D(Gx) corresponds to a p-divisible group Ggx which is naturally equipped with a quasi-

isogeny Gx → Ggx, corresponding to the isomorphism g · D(Gx)⊗Qp
∼−→ D(Gx)⊗Qp. Note that

since g preserves the tensors (sα,0,x), we have tensors (sα,0,gx) := (sα,0,x) ⊂ D(Ggx)⊗.

We denote by Agx the corresponding abelian variety, which is isogenous to Ax, and canonically

equipped with a K ′-level structure, induced by that on Ax. Moreover, the weak polarization

on Ax induces a weak polarization λgx on Agx. The following result [Kis17, 1.4.4] shows that

(Agx, λgx) induces a point on SK(G,X).

Proposition 5.2.1. There is a unique map

ιx : Xυ(b)→ SK(G,X)(F̄p)

equivariant for the action of the r-th power of the Frobenius, such that (sα,0,x) = (sα,0,ιx(g)) ⊂
D(Ggx)⊗.

5.2.2. The map ιx in (5.2.1) extends to a G(Afp)-equivariant map

ιx : Xυ(b)×G(Afp)→ SK(G,X)(F̄p).

We call the image of ιx in (5.2.1), the isogeny class of x.

Fix an embedding of Q̄-algebras L̄ ↪→ C. Let x ∈ SK(G,X)(Fp), and x̃ ∈ SK(G,X)(OL̄) a

point lifting x. By [Kis10, 2.2.6] there is an element (h, 1, gpx̃) ∈ X×G(Qp)×G(Afp) which maps
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to x̃ ∈ ShK(G,X)(C). Attached to (h, 1, gpx̃), we have an isomorphism H1(Ax̃(C),Z(p))
∼−→ VZ(p)

,

and hence an isomorphism TpGx̃
∼−→ VZp which takes sα to sα,p,x̃. Then we can apply the

construction of 4.5.3, and obtain a commutative diagram

h×G(Qp)×G(Afp) SK(G,X)(OL̄)

Xυ(b)×G(Afp) SK(G,X)(F̄p)

gp 7→gp,0

ιx

5.3. Special point liftings. In this subsection, we will recall results from [Kis17, §2] about

liftings to special points up to isogeny. Choose x ∈ Sk(G,X)(k) for some finite field k ⊃ κ.

Then x defines an element b := bx ∈ B(G, υ). Recall that νb is central in Jb.

Theorem 5.3.1. Let T ⊂ Jb be a maximal torus (defined over Qp). Then there exists a cochar-

acter µT ∈ X∗(T ) defined over Q̄p such that

(1) As a GK0-valued cocharacter, µT is conjugate to µ

(2) µ̄TT = ν−1
b .

Proof. This result is contained in [LR87, §5] (c.f. [Kis17, 2.2.2]). We sketch the proof here. Let

K0 be the field of definition of b, and let T ′ ⊂ T be the maximal Qp-split sub-torus, so that the

centralizer of T ′ is MK0 ⊂ GK0 . Up to σ-conjugation by an element of G(K0), we may assume

that b ∈ MK0(K0). Then T ′ may also be viewed as a subgroup of GQp , so MK0 is defined over

Qp. Moreover, M contains the centralizer of a maximal split torus T2 of GQp .

Let P be a parabolic subgroup of G with unipotent radical N , such that P = MN . Let

g ∈ Xυ(b). By the Iwasawa decomposition, we may assume that g = nm with n ∈ N(L),m ∈
M(L). Then g−1bσ(g) = m−1bσ(m)n′ for some n′ ∈ N(L). Let υ′ ∈ X∗(T2) with m−1bσ(m) ∈
(M(L)∩G(OL))pυ

′
(M(L)∩G(OL)). Then υ′ is conjugate to υ = σ(µ−1) inG. We let µT ∈ X∗(T )

be a cocharacter which is conjugate to σ−1(υ′−1) in M . One checks that µT satisfies (1) and

(2). �

Remark 5.3.2. The latter half of this argument can be used to show that the set Ib,µ (defined

in 4.3.1) is non-empty, by taking M to be the standard Levi, and T2 to be the torus T defined

there.

Remark 5.3.3. If b is unramified, we can take Jb to be M[b], the torus T to be the fixed one we

referred to in 4.4, and µT is σ−1(τ−1) for the representative pτ such that τσ ∈ X∗(T )+
σ .

5.3.4. µ−1
T induces an admissible filtration on D(Gx)K , where K is the field of definition of µT ,

thought of as a GK0 character. From [Kis17, 1.1.19] there is some p-divisible group G ′/k such

that D(G ′) = gD(G ) for some g ∈ Xυ(b) and there is an OK lift of G ′ with filtration given by

µ−1
T . We then replace x with ιx(g), and take x̃ ∈ ShK(G,X)(K) lifting x such that the filtration

on D(Gx̃)K is given by µ−1
T . Up to modifying the choice of torus T , it turns out that x̃ is a

special point. We thus have the following (c.f. [Kis17, 2.2.3] for more details).

Theorem 5.3.5. The isogeny class ιx(Xυ(b)×G(Apf )) contains a point which is the reduction

of a special point on ShK(G,X).

We now consider the case there the point x is µ-ordinary. Let us first recall the results of

[Wor13] and [SZ16] about canonical lifts of µ-ordinary points.
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The following result is a reformulation of [Wor13, Prop 7.2].

Lemma 5.3.6. Let [bx] be µ-ordinary. Then up to σ-conjugacy by elements in G(OL), we have

bx = pυ.

Using this, we can consider the special point lifting G̃x of Gx obtained from the above procedure

such that µ−1
T is σ−1(υ), and we have the following theorem [SZ16, Thm 3.5].

Theorem 5.3.7. Let Gx be the p-divisible group associated to some x ∈ Sκ(F̄p) which is µ-

ordinary. Then G̃x is the unique GOL-adapted lift of Gx to OL, such that the action of Jb(Qp)

on Gx lifts (in the isogeny category) to G̃ . Moreover x̃ is a special point.

The lift x̃ is known as the canonical lift of x.

Let M be the standard Levi subgroup given as the centralizer of υ̃. Note that in the above

theorem G̃x is also, by construction, the unique MOL-adapted lift of G . Moreover, we have

Jb = M , and an isomorphism

XG
υ (b) ' XM

υ (b) = M(Qp)/M(Zp)

of perfect schemes of dimension 0. In particular, we see that all isogenies of Gx lifts to isogenies

of G̃x.

6. The moduli space p− Isog

6.1. Preliminaries. Let T be a scheme over OE,(v), and consider any two points x, y lying

in SK(G,S)(T ). For any geometric point t of T , let xt, yt be the pullback of x, y to t. As

described above, we have l-adic étale and de Rham tensors (sxt,α,l) for l 6= p, and (sxt,α,dR)

(respectively (syt,α,l), (syt,α,dR) for yt). Observe that k(t), the residue field at t, could be of

either characteristic 0 or characteristic p. Suppose k(t) is a field of characteristic 0, i.e. it is an

extension of E. Then, we also have p-adic étale tensors (sxt,α,p), (syt,α,p). Otherwise, if k(t) is of

characteristic p, it is an extension of κ. Similarly, we have crystalline tensors (sxt,α,0), (syt,α,0).

We define a quasi-isogeny between x, y to be a quasi-isogeny f : Ax → Ay of abelian schemes

over T , such that for any geometric point t, the induced quasi-isogeny ft : Axt → Ayt of abelian

varieties over k(t) preserves all the tensors described above.

We define a p-quasi-isogeny between x, y to be a quasi-isogeny as defined above, such that

the isomorphism on the rational prime-to-p Tate modules f : V̂ p(Ax)Q
∼−→ V̂ p(Ay)Q, induced by

the quasi-isogeny Ax → Ay, respects the prime to p-level structures εpx, ε
p
y, i.e. εpy is given by

the composition

VAfp
∼−→
εpx

V̂ p(Ax)Q
∼−→
f
V̂ p(Ay)Q.

In particular, we see that the weak polarizations on Ax,Ay differ by some power of p.

6.1.1. Consider the fppf -sheaf of groupoids p − Isog of p-quasi-isogenies between points on

SKp(G,X). Concretely, for any OE,(v)-scheme T , points of p − Isog are pairs (x, f), where

x ∈ SKp(G,X)(T ), and f is a p-quasi-isogeny f : Ax → Ay, where y ∈ SKp(G,X)(T ). We have

canonical 1-morphisms sending a p-quasi isogeny (x, f) to x (respectively y)

s : p− Isog→ SKp(G,X) t : p− Isog→ SKp(G,X).

Denote by Z the constant sheaf associated to Z on Sch/OE,v, which we can consider as a rigid

stack. To any pair (x, f) we can associate a multiplicator d ∈ Z, defined as follows. Let m be
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a positive integer such that pmf is an actual isogeny from Ax to Ay, then the degree of f is

d−m, where d is the degree of pmf . The map which takes a p-quasi-isogeny to its multiplicator

defines a 1-morphism p− Isog→ Z. For every global section c of Z we define p− Isogc to be its

inverse image, i.e. p-quasi-isogenies with multiplicator c. Thus, p− Isog is the disjoint union of

p− Isogc. We have the following well-known proposition:

Proposition 6.1.2. The 1-morphisms s, t : p− Isogc → SKp(G,X) are representable by proper

surjective morphisms. Moreover, p − Isogc is a relative scheme over S , and hence p − Isog is

an algebraic stack. Furthermore, the morphisms are finite étale in characteristic zero.

Note that we can also impose level structures on p − Isog. For Kp ⊆ G(Afp), we can define

p − IsogKp in a similar way, by setting K = KpKp and considering p-quasi-isogenies between

points on SK(G,X) instead. For small enough Kp such that SK(G,X) is a scheme, the

arguments above show that p− IsogKp is in fact also a scheme over OE,(v). In the following, we

always assume sufficient level structure Kp such that p− IsogKp is a scheme, and for notational

simplicity we will simply denote this by p− Isog.

Lemma 6.1.3. p− Isog ⊗ E is equidimensional of dimension 2〈ρ, µ〉.

Proof. This follows from Proposition 6.1.2, and the fact that dimension ShK(G,X) = 2〈ρ, µ〉. �

Note that composition of isogenies induces a morphism

(6.1.4) p− Isog×SK(G,X)p− Isog
c−−→ p− Isog

that maps any pair of T -valued isogenies f1 : A1 → A2 and f2 : A2 → A3 to f2 ◦ f1.

For any OE,(v) scheme S, let p − Isog ⊗ S denote the base change p − Isog ×OE,(v) S. We

denote Q[p − Isog ⊗ S] by the Q-vector space of irreducible components of p − Isog ⊗ S. If S

is a scheme over E, (6.1.4) gives us a multiplicative structure on Q[p − Isog ⊗ S]. Concretely,

let C,D be irreducible components p − Isog ⊗ S, denote by C ·D the image of C ×SK(G,X) D

under the map c, multiplied by the degree of c. Then since s is finite étale in characteristic zero,

dimC ·D = dimC, and hence C ·D defines an element of Q[p− Isog ⊗ S].

6.1.5. Consider the closure J of the generic fiber p− Isog⊗E in p− Isog. We abuse notation

and still denote the special fiber of J by p − Isog ⊗ κ, and the Q-vector space of irreducible

components by Q[p−Isog⊗κ]. Since J is flat over OE,(v), Irreducible components of p−Isog⊗κ
are hence of dimension 2〈ρ, µ〉. We still have proper maps s, t : p− Isog ⊗ κ→ Sκ.

As described above, we have a stratification of Sκ by elements [b] ∈ B(G, υ). Since [b] is

invariant under quasi-isogeny, we can similarly define a stratification of p− Isog ⊗ κ as follows.

p− Isog[b] ⊗ κ := {x ∈ p− Isog ⊗ κ(Fp) : [bs(x)] = [b]}

with reduced subscheme structure. In particular, p − Isog[b] ⊗ κ = s−1(S
[b]
κ ). When [b] is µ-

ordinary, we also denote the associated subscheme by p− Isogord ⊗ κ. Observe that the closure

relations on Sκ induce closure relations on p− Isog ⊗ κ. In particular, we see that

p− Isog[b] ⊗ κ ⊂
⋃

[b′]�[b]

p− Isog[b′] ⊗ κ.

For any C ∈ Q[p− Isog ⊗ κ], we define

C [b] = p− Isog[b] ⊗ κ ∩ C.
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6.1.6. Let

f : A1 → A2

be the p-quasi-isogeny corresponding to an Q-valued point in p−Isog⊗E. Choose isomorphisms

αi : Λ ' Tp(Ai), i = 0, 1. Then α−1
2 ◦ Vp(f) ◦ α1 : VQp → VQp is an element of G(Qp). Its class

τ(f) in Kp\G(Qp)/Kp is independent of the choices involved. Moreover, because we can locally

trivialize the étale local systems Tp(Ai), the function τ is locally constant, and hence gives a

well-defined map on irreducible components of p− Isog⊗E.

Thus, we can define a Q-algebra homomorphism

hG : H(G(Qp)//Kp)→ Q[p− Isog ⊗ E]

as the map which takes 1KpgKp to the formal sum of irreducible components C ⊂ p − Isog⊗E
such that τ(C) = Kpg

−1Kp.

Remark 6.1.7. Note that we map Kpg
−1Kp rather than KpgKp to this is a correction of [Wed00],

following the remarks of [Nek18, A4].

6.1.8. Given an irreducible component C ⊂ p − Isog ⊗ E, we can consider the closure C ⊂
p − Isog, and let ∪iCp,i be the special fiber of C , where each Cp,i is an irreducible component.

We thus define a specialization of cycles map S : Q[p− Isog ⊗ E]→ Q[p− Isog ⊗ κ], such that

S(C) =
∑

iCp,i. We let h denote the composition

h : H(G(Qp)//Kp)→ Q[p− Isog ⊗ E]
S−→ Q[p− Isog ⊗ κ].

This is an algebra homomorphism, with the multiplicative structure on Q[p− Isog ⊗ κ] defined

as in Appendix B.

6.1.9. Since the Hecke algebra H(G(Qp)//Kp) is commutative, it follows that its image under

h is a commutative subalgebra of Q[p − Isog ⊗ κ]. There is another element which lies in the

center, namely the Frobenius section Frob. This was shown by Koskivirta (c.f.[Kos14, Prop.

25]). In particular, this means that when multiplying the terms in HG,X(Frob), we may freely

multiply terms without worrying about the order of multiplication.

6.1.10. We now consider the case where [b] is the µ-ordinary σ-conjugacy class. In this situation,

we will show that p − IsogM,[b] ⊗ κ = p − Isog[b] ⊗ κ, and moreover we can construct a map h̄

from the Hecke algebra for M[b] to Q[p− Isogord ⊗ κ].

Consider any geometric point of p− Isogord⊗κ, which gives us a p-quasi-isogeny f : Ax → Ay
of abelian varieties over F̄p, where x, y ∈ Sk(F̄p). This induces a quasi-isogeny of p-divisible

groups over F̄p. To lift f to a p-quasi-isogeny over OL̄, it suffices by Serre-Tate theory to lift the

associated quasi-isogeny of p-divisible groups, which we also denote by f .

From the results in 5.3.7, we see that given a quasi-isogeny f : Ax → Ay there is a unique

lift to an isogeny f can : Acanx → Acany over OL, such that Acanx ,Acany are the canonical lifts. Let

M := M[bord]. Consider the p-adic Tate modules Tp(Acanx ) and Tp(Acany ). By construction, M is

the centralizer of ῡ. We can choose isomorphisms α1 : Λ ' Tp(Acanx ), α2 : Λ ' Tp(Acany ) such

that the map α−1
2 ◦ f can ◦ α1 gives a well-defined coset of in Mc\M(Qp)/Mc

Similar to the case over the generic fiber, to each geometric point in p − Isogord ⊗ κ we can

associate an element τ ′ which maps to each point the coset representative in Mc\M(Qp)/Mc.

Such a map is locally constant, by a proof that is almost identical to the proof of [Moo04, Lem

4.2.11].
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Proposition 6.1.11. The function τ ′ is constant on irreducible components of p− Isogord ⊗ κ.

Thus, we can define a Q-module homomorphism

(6.1.12) h̄ : H0(M(Qp)//Mc)→ Q[p− Isogord ⊗ κ]

as follows. h̄ maps 1McmMc to the formal sum
∑ 1

deg(C)C over all C such that τ ′(C) = Mcm
−1Mc,

and deg(C) is the degree of the finite flat map s : Cord → S ord.

h̄ is clearly a map of Q-modules. Note that Q[p − Isogord ⊗ κ] also has the structure of

a Q-algebra given by the map (6.1.4), since s, t are finite flat morphisms when restricted to

p − Isogord ⊗ κ (proof is identical to that in [Moo04, 4.2.2]). With this structure, h̄ is clearly

also a Q-algebra homomorphism. h̄ is related to h in the following way:

Proposition 6.1.13. We have the following commutative diagram

(6.1.14)

H0(G(Qp)//Kp) Q[p− Isog ⊗ E]

H0(M(Qp)//Mc) Q[p− Isogord ⊗ κ].

h

ṠGM ord◦S

h̄

Proof. Consider any irreducible component C ⊂ p − Isogord ⊗ κ, and any geometric point on

C. This is a quasi-isogeny between µ-ordinary p-divisible groups G1,G2 over F̄p. Let G̃1 be the

canonical lift of G1, and suppose that the canonical lift of the quasi-isogeny is given by mKp for

some m ∈ M(L). Under the twisted Satake isomorphism ṠGM , the function 1mKp gets mapped

to 1mMc . Thus, we see that the image of the type τ as a Kp-double-coset gets mapped to the

image of the type τ ′, so the diagram commutes. �

6.1.15. For any abelian scheme Ax, consider the relative Frobenius isogeny. In particular,

since the residue field κ is of order pn, there is a Frobenius section of the source morphism

s : p − Isog⊗κ → Sκ, sending the abelian variety Ax to the n-th power Frobenius map on

Ax. Let Frob denote its image, which is a closed reduced subscheme of p − Isog ⊗ κ. In fact,

restricting to p − Isogord ⊗ κ, it is a union of irreducible components of p − Isogord⊗κ. This

allows us to consider Frob as an element of Q[p− Isogord⊗κ].

We now would like to determine the double coset corresponding to Frob. Let x ∈ S ord
κ (Fp).

The lift of the relative Frobenius isogeny is hence given on T ∗pG (−1) by

D(G (p)
x ) = gD(Gx)

∼−→ D(Gx),

where g = (bσ)n(1) = υσ(υ) . . . σn−1(υ)(p) = λσ(λ) . . . σ(λ)(p), where we recall that λ was the

unique dominant Weyl conjugate of µ−1.

Hence, we see that a p-power isogeny f : A1 → A2 of µ-ordinary abelian varieties is isomorphic

to the Frobenius if and only if its type is Mcλ̃
−1(p)Mc. Hence, we see that under h̄, Frob is

the image of 1Mcλ̃(p)Mc
. This, combined with the commutativity of the map in (6.1.14) and the

result of Bültel (2.3.2), gives us the following proposition.

Proposition 6.1.16. Viewing HG,X(x) as a polynomial in Q[p− Isogord⊗κ] via the morphism

ord ◦ h, the following relation holds:

HG,X(Frob)ord = 0.
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6.1.17. Now, observe that since the µ-ordinary locus is open and dense by the main result of

[Wor13], and s is finite and flat over the µ-ordinary locus, we see that dim p − Isogord ⊗ κ =

dim S ord
κ = 2〈ρ, µ〉. Hence, we see that the closure of p − Isogord ⊗ κ is the union of some

irreducible components of p − Isog ⊗ κ. However, it is not true that p − Isogord ⊗ κ is dense

in p − Isog ⊗ κ. For instance, this property fails for the Hilbert-Blumenthal modular variety

attached to a totally real field of degree 2 where p is inert (c.f. main result of [Sta97]).

6.1.18. We would like to determine what possibilities we have for the irreducible components

of p− Isog ⊗ κ which are not contained in the µ-ordinary locus.

Firstly, we want to obtain an upper bound for the dimenision of p − Isog[b] ⊗ κ. Thus, fix

a point x ∈ Sκ(Fp), and let y ∈ Sκ(Fp) be such that there is p-quasi-isogeny f : Ax → Ay.
Note that given Ax, f is entirely determined by the induced quasi-isogeny of p-divisible groups

Gx → Gy, which we know by (contravariant) Dieudonne theory is determined by the induced

map of Dieudonne modules

f : D(Gy)→ D(Gx).

From the previous section, we see that the set of possible p-quasi-isogenies of x is given by the

image of ιx(Xυ(b)). We now apply Theorem 4.1.5. Then, we see that the dimension of Xυ(b),

viewed as a scheme over F̄p, is 〈ρ, µ − ν([b])〉 − 1
2 def(b), hence the dimension of s−1(x) is less

than or equal to 〈ρ, µ− ν([b])〉 − 1
2 def(b).

Remark 6.1.19. In fact, following the work of Kim (c.f. [Kim18]) and Zhu (c.f. [Zhu17]), Xυ(b)

is isomorphic to the perfection of the reduced special fiber of the Rapoport-Zink space of Hodge

type M(G,µ, x), and we know that by definition s−1(x) is a subscheme of the special fiber of

M(G,µ, x).

Combining this with Theorem 5.1.5, we have the following lemma.

Lemma 6.1.20. The dimension of p− Isog[b] ⊗ κ is at most

2〈ρ, µ〉 − defG(b).

We thus have the following key proposition. For any geometrically irreducible subset C ⊂
p− Isog⊗κ, we let C [b] denote the intersection of C and p− Isog[b]⊗κ. Since B(G, υ) is a finite

set, there must exist some [b] such that C [b] is dense in C.

Proposition 6.1.21. Let C be any geometrically irreducible component of p − Isog ⊗ κ. For

any [b] ∈ B(G, υ), if C [b] is dense in C, then b must be unramified.

Proof. It is clear that the dimension of any geometrically irreducible component of p− Isog⊗ κ
is 2〈ρ, µ〉, since p− Isog ⊗ E is of dimension 2〈ρ, µ〉. If defG(b) > 0, then the dimension of C [b]

is strictly less than 2〈ρ, µ〉, so it cannot be dense in C. �

Remark 6.1.22. Remark 4.4.2 implies that if G is split over Qp, then the only unramified element

in B(G, υ) is the µ-ordinary σ-conjugacy class, and hence the µ-ordinary locus is dense in

p − Isog ⊗ κ. This, combined with the µ-ordinary congruence relation, gives a simple proof of

the congruence relation in the case where G is split over Qp. This extends the main result of

[Wed00] to the Hodge type case. We note that there is a slight difference in the result obtained

here because Wedhorn shows the density result of the special fiber of the fbeginull moduli space

p − Isog, whereas here we show the density result of the special fiber of the flat closure of the

generic fiber p− Isog ⊗ E, which may be smaller.
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We will refer to geometrically irreducible components C of p− Isog⊗κ such that C [b] is dense

in C as being [b]-dense.

Given any D ∈ Q[p− Isog⊗ κ] and any [b] ∈ A, we define res[b](D) to be the sum of [b]-dense

irreducible components in D.

6.2. Structure of [b]-dense irreducible components. In this subsection, we describe the

[b]-dense irreducible components of p − Isog ⊗ κ in terms of the irreducible components of the

affine Deligne-Lusztig variety Xµ(b).

6.2.1. We recall the construction in [Man05, HK19] of the finite and infinite-level Igusa varieties

for Siegel modular varieties and general Hodge-type Shimura varieties.

Let us fix an embedding of G ↪→ GSp2n for some n. Let b′ denote the image of b in B(GSp2n),

µ′ denote the image of µ in X∗(GSp2g). Let G0 be the p-divisible group over F̄p which corresponds

to b′. Since G0 is isogenous to a completely slope divisible p-divisible group (see [Ham17, §3.2]),

we may assume that G0 is completely slope divisible. Attached to G0 is a polarization which we

denote by λ0. We define the central leaf C ′ ⊆ Ab′
g associated to (G0, λ0) as follows.

C ′ := {x ∈ Ab′
g : (Ax[p∞], λx) ' (G0, λ0)⊗ k(x)}.

Since C ′ is smooth by [Ham17, Prop 3.8], the universal p-divisible group over the central leaf

X0 := Auniv[p∞]|C′ is completely slope divisible, as shown in [Man05, §3] Let G i
0 (resp. X i0) be

the i-th piece of slope decomposition of G0 (resp. X0).

For any positive integer m, we let J ′m → C ′ be the Igusa variety of level m, defined as the

moduli space of isomorphisms {jim} such that jim : G i
0 [pm]

∼−→ X i0[pm] which commute with the

polarisations and for any m′ > m can be lifted étale locally to an isomorphism of pm
′
-torsion

points. Moreover, we have natural inclusion maps J ′m′ → J ′m for any m′ > m, so we define the

inverse limit

J ′∞ := lim←− J
′
m.

Over J ′∞, we have universal isomorphisms, which we denote by ji,univ. Let J
′(p−∞)
∞ denote the

perfection of J ′∞. As the slope filtration splits canonically over perfect schemes, we in fact have

an isomorphism

X
0,J
′(p−∞)
∞

= ⊕X i
0,J
′(p−∞)
∞

' G0 × J ′(p
−∞)

∞

induced the perfection of ⊕ji,univ, which we denote by j.

We now define the central leaf and Igusa varieties with G-structure. Recall that to every

point s ∈ Sκ(F̄p) we have defined crystalline Tate tensors (sG,α,x) on the Dieudonné module

D(AG,x[p∞]). Moreover, G0 is also equipped with tensors (s0,α). Let

C := {x ∈ Sκ : (Ax[p∞], λx, sG,α,x) ' (G0, λ0, s0,α)⊗ k(x)}.
We define the perfection of the infinite level Igusa variety over C in the following way. Let

J
(p−∞)
∞ ⊂ (J ′∞ ×C′ C)(p−∞) be the locus where s0,α = j∗sG,α for every α, i.e. we want the locus

where the isomorphisms preserve the tensors over the p-divisible group. This gives a well-defined

scheme, and we define the infinte level Igusa variety as

J∞ := im(J (p−∞)
∞ → J ′∞ ×C′ C),
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and the level m Igusa variety as

Jm := im(J (p−∞)
m → J ′m ×C′ C).

6.2.2. Following [HK19], we can define a surjective map

π∞ : J (p−∞)
∞ × RZ(G, b, µ)red → S b

0

which is a Jb-torsor for the pro-étale topology, defined as follows. Let (Auniv, λuniv, ηuniv) be

the universal abelian variety over Ab′
g , and let (A, λ, η) be the pullback of (Auniv, λuniv, ηuniv)

to J
′(p−∞)
∞ × RZ(GSp2n, b

′, µ′)red via the map

J ′(p
−∞)

∞ × RZ(GSp2n, b
′, µ′)red → J ′(p

−∞)
∞ → Ab′

g ,

where the first map is the projection onto the first factor, and the second is the composition

J
′(p−∞)
∞ → J ′∞ → C ′ → Ab′

g .

Denote by ρuniv be the universal quasi-isogeny over RZ(GSp2n, b
′, µ′). Zariski-locally there

exists an integer m1 such that pm1ρuniv is an isogeny. By glueing A/j(ker pm1ρ) over a suitable

Zariski covering, we obtain a polarised abelian variety over J
′(p−∞)
∞ × RZ(GSp2n, b

′, µ′)red, with

polarization and level structure induced by λ, ρ respectively. Hence, we get a map

π′∞ : J ′(p
−∞)

∞ × RZ(GSp2n, b
′, µ′)red → Ab′

g .

If we restrict π′∞ to J
(p−∞)
∞ × RZ(G, b, µ), this map factors through S −

κ , and in fact there is a

unique lift of π′∞|J(p−∞)
∞ ×RZ(G,b,µ)red

to a map

π∞ : J (p−∞)
∞ × RZ(G, b, µ)red → S b

0 .

Now, we can define a map

π̃∞ : RZ(G, b, µ)red × J (p−∞)
∞ × RZ(G, b, µ)red → p− Isog ⊗ κ[b]

as follows. Given (x, y, z) ∈ RZ(G, b, µ)red×J (p−∞)
∞ ×RZ(G, b, µ)red, the image of (x, y, z) is the

pair (x′, f) where x′ = π∞(y, x) ∈ S b
0 , and f is the quasi isogeny between x′ and x′′ := π∞(y, z)

given by ρuniv,z ◦ ρ−1
univ,x.

Observe that π̃∞ is equivariant for the action of Jb×Jb, and also a Jb-torsor for the pro-étale

topology. Moreover, we observe that since π∞ is surjective, π̃∞ is also surjective. Since π∞ is

universally closed when restricted to the product of Jp
−∞
∞ and a quasi-compact closed subset of

RZ(G, b, µ)red, so too is π̃∞. Thus, observe the following:

Proposition 6.2.3. Every irreducible [b]-dense component of p−Isog⊗κ[b] is the image of some

triple (X,Y, Z), where X,Z ⊂ RZ(G, b, µ)red are irreducible components, and Y ⊂ J (p−∞)
∞ is an

irreducible component. Moreover, the pair (X,Z) is determined up to the action of Jb.

7. Hecke Correspondences

The goal of this section is to understand the action of the Hecke algebra on the cohomology of

the Rapoport-Zink space, in particular the top-dimensional compactly supported cohomology,

and show that it determines irreducible components of p− Isog ⊗ κ.

7.1. Preliminaries. For the entirety of this section, we will fix an unramified σ-conjugacy

class [b] ∈ B(G, υ), and a representative b ∈ [b] which we assume is of the form b = β(p),



36 SI YING LEE

for some β is in the Weyl-orbit of υ. For notational simplicity, in this entire section, we will

denote the formal schemes RZ(G, b, υ) and RZ(P, b, υ) by RZG, RZP , respectively. Let H(G) :=

H(G(Qp)//G(Zp),Q), and H(M) := H(M(Qp)//M(Zp),Q).

7.1.1. Let Ŝ be the completion of the Shimura variety SK(G,X) along the special fiber Sκ,

and S be the rigid-analytic generic fiber. Similarly, we let Ŝ[b] be the completion of the Shimura

variety S along the the Newton strata S
[b]
κ , and S[b] be the generic fiber of Ŝ[b], viewed as a

rigid-analytic space. Given any closed subscheme C of p− Isog⊗κ, we define C to be the generic

fiber of the completion ̂p− IsogC , viewed as a rigid-analytic space. Calligraphic font (eg. C,S)

will always denote a rigid-analytic space.

We can define a cohomological correspondence on S supported on C, as follows. (See A.1.1

for the definition of cohomological correspondence.) Since we have s, t finite étale maps,

S s←− C t−→ S,

we have s∗Ql = t∗Ql = Ql, and we define the map uC : s∗Ql → t!Ql = t∗Ql to be the identity.

If C is the finite union of some irreducible components A1, . . . , An of p−Isog⊗κ, then observe

that as cohomological correspondences of (S,Ql) supported on C, we have uC = f1,!uA1 + · · ·+
fn,!uAn , where on the right-hand side we !-pushforward (c.f. A.1.6) the correspondence supported

on Ai to C via the inclusion map fi.

7.1.2. We can form a commutative diagram of formal schemes

RZG D RZG

Ŝ ̂p− IsogC Ŝ

π∞

s′ t′

f ′ π∞

s t

where we define D = ̂p− IsogC ×s,π∞ RZG, so the left square is Cartesian. Here, t′ is the map

defined as follows. Given an element (x, (H,β)) of D, such that x ∈ ̂p− IsogC , (H,β) ∈ RZG,

x defines a quasi-isogeny of p-divisible groups x : G → H, for some p-divisible group G with

G-structure. We then define s′(x, (H,β)) = (G , x−1β). Thus, we see that both squares are

Cartesian in the above diagram. In particular, we can consider the ∗-pullback (c.f. A.1.4) of the

cohomological correspondence from Ŝ to RZG, on both the rigid analytic generic fiber and the

special fiber. This gives a cohomological correspondence on RZrig
G (resp. RZred

G ) which we will

denote by uRZ,C (resp. uRZ,C).

7.1.3. For g ∈ G(Qp), other than the correspondence associated with the closed subscheme

C = h(1KpgKp) ⊂ p − Isog ⊗ κ, we also have another commonly-used definition for the Hecke

correspondence given by KpgKp on the rigid-analytic generic fibre (S,Ql), as follows. It turns

out that these two definitions induce the same maps on cohomology. For m ≥ 0, we define

Kp(m) to be the kernel of the canonical projection G(Zp)→ G(Z/pm). Then we can define the

cover Sm as the cover classifying Kp(m)-level structures over S. More precisely, we have

Sm(R) = {(P, ηm)|P ∈ S(R), ηm : Λ/pm
∼−→ AG,P [pm] = Tp(AG,P )/pm sending (sα) to (tα,ét)}.

Similarly, we also have an étale covering RZrig,mG as the cover classifying Kp(m) level structures

over RZrigG .
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For g ∈ G(Qp), we define e(g) to be the minimal non-negative integer such that gΛ ⊂ p−e(g)Λ.

For m ≥ e(g), we can consider the correspondence given by

(7.1.4)

RZrig,m
G RZ

rig,g−1Kp(m)g
G

RZrig
G RZrig

G ,

c1

[g]

c2

where the map [g] : RZG → RZ
g−1Kp(m)g
G is defined as in [Kim18, §7.4], and c1, c2 are the natural

projection maps induced by change of level. Similarly, we also have a correspondence over S
supported on Sm. This gives us a cohomological correspondence if we let uSm : c∗1Ql → c!

2Ql =

c∗2Ql be the identity.

Note that we can !-pushforward this correspondence along the proper map Sm → S × S.

We could also have !-pushforward the previous construction (7.1.2) along C → S × S, for C =

h(1KpgKp). It is clear from the construction that the resulting correspondences on S ×S are the

same, hence the induced maps on cohomology groups of on the rigid-analytic generic fiber are

the same. We have a similar result for RZrig
G ×RZrig

G . Thus, the induced maps on the cohomology

groups of S or RZrig
G are the same.

7.2. Comparison with special fibre. Firstly, note that we have isomorphisms between the

cohomology of the special fibre and the rigid-analytic generic fibre of Ŝ and RZG. [Ber96, 3.6]

implies that we have isomorphisms

H•c (S,Ql) ' H•c (Sκ,Ql),

since Ŝ is formally smooth.

Moreover, we also know from [HK19] that we have an isomorphism

(7.2.1) RΓc(RZrig
G ,Ql(−d))[−2d])∨ ' RΓc(RZred

G ,Ql).

Recall here that the compactly supported cohomology RΓc(RZrig
G ) is defined as

lim−→
U

RΓc(U,Ql)

where U ⊂ RZrig
G are quasi-compact open subsets.

Under the isomorphisms above, ∗-pullback on the generic and special fibres are closely re-

lated. Observe that uC is the specialization of uC , (c.f.A.1.7) and similarly uRZ,C is the dual of

the specialization of uRZ,C , since specialization clearly commutes with ∗-pullback. Now, since

specialization commutes with pushforward (c.f. [Far01, Prop 6.3.3]), the isomorphisms above

are equivariant for the action of uC (resp. uRZ,C) on the left, and uC (resp. uRZ,C) on the right.

7.3. Parabolic reduction. Now, we define the formal alternating sum of cohomology groups

H•c (RZrig
G ) :=

∑
i

(−1)iH i
c(RZrig

G ,Ql)

in the Grothedieck group of representations of H(G)× Jb(Qp)×WE .

If Z ⊂ RZred
G is a closed subscheme, we let RZG(Z) denote the formal scheme given as the

completion of RZG along Z.

We now want to show the following:
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Theorem 7.3.1. In the Grothedieck group of representations of H(G)× Jb(Qp)×WE, we have

the equality

H•c (RZ(G, b, µ)rig) =
∑
µ′∈I

H•c (RZ(M, b, µ′)rig),

where

I = {µ′ : µ′ is a dominant cocharacter of M conjugate to µ in G,with [b] ∈ B(M,µ′)},

and on the right-hand side H(G) acts via twisted Satake SGM .

Proof. This result, without the action of the Hecke algebra, follows from [Man08, Thm 9.3]. We

describe how to adapt the proof of that result to get the action of cohomological correspondences.

For notational simplicity, we define

RZM :=
∐
µ′∈I

RZ(M, b, µ′).

We can form the following commutative diagram:

(7.3.2)

RZrigM
∐
P (Qp)\G(Qp)/Kp(m) RZrig,mM RZrigM

RZrigP
∐
P (Qp)\G(Qp)/Kp(m) RZm,rigP RZrigP

RZrigG RZm,rigG RZrigG .

j

Ξ

Observe that the bottom two squares in the diagram are Cartesian.

We have the inclusion map Θ : RZM → RZP , and the projection map Ξ : RZP → RZM given

by taking the direct sum of the filtrands, which satisfy Ξ◦Θ = IdRZM . Moreover, the arguments

in [Man08, §7.3,7.4] show that Ξ induces an isomorphism

RΓc(RZrigP ,Ql) ' RΓc(RZrigM ,Ξ!(Ql)) = RΓc(RZrigM ,Ql(d
′))[2d′].

where d′ = dim RZrigP −RZrigM , and moreover from [Man08, Prop 7.8] we also have an isomorphism

RΓc(RZrig,mP ,Ql) ' RΓc(RZrig,mM ,Ql(d
′))[2d′].

The isomorphisms are compatible with the change in level, and the action of p ∈ P (Qp), hence

we have a commutative diagram

RΓc(RZrigP ,Ξ!(Ql)) RΓc(RZrigP ,Ξ!(Ql))

RΓc(RZrigM ,Ql) RΓc(RZrigM ,Ql)

Ξ!(ug)

ug

Observe that the induced Hecke action on RZM of H(M) given by the twisted Satake map

SGM (1KpgKp).

We now want to compare RΓc(RZrigP ,Ql) and RΓc(RZrigG ,Ql). Firstly, let X denote the formal

scheme given as the image of RZP in RZG, as constructed in [Man08, Thm 9.2]. We may consider

the cohomological correspondence on the rigid-analytic generic fiber X of X, give by !-pullback
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via the following commutative diagram

X D X

RZrigG T (f) RZrigG .

j

s′ t′

j̃ j

s′ t′

Here, we define D = X ×j,s′ T (f), so the left square is Cartesian. We have a map t′ on the top

row because by construction the map D → T (f)
t′−→ RZrigG factors through X .

Compatibility with !-pullback induces the following commutative diagram

RΓc(X , j!(Ql)) RΓc(X rig, j!(Ql))

RΓc(RZrigG ,Ql) RΓc(RZrigG ,Ql),

j!(ug)

ug

and we know that the vertical maps are isomorphisms, since RZredG = Xred.

Now, recall that we may compute the compactly supported cohomology of RZrigP ,X by using

Cech covers, as follows. Let Z ⊂ RZredG = Xred be a union of irreducible components such that

RZredG = ∪t∈Jb(Qp)tZ. Let X(Z) be the completion of X along Z, and Z ⊂ X be the generic fiber

of X(Z), which is an open subspace satisfying the condition X rig = ∪t∈Jb(Qp)tZ. Associated to

this Cech covering we have a spectral sequence of WE-representations

Ep,q1 =
⊕

t1,...,tp∈Jb(Qp)

Hq
c (Zt1,...,tp ,Ql)⇒ Hp+q

c (X ,Ql)

where Zt1,...,tp = ∩tiZ, and tiZ 6= tjZ for i 6= j.

Now, we describe the Hecke action. Let f = 1KpgKp ∈ H(G). As discussed above, we have

an associated cohomological correspondence, on RZredG which we denote by uf , and which we

!-pullback to a cohomological correspondence on X , given by j̃!(uf ). Let Z ′ := t′(s′−1(Z)), which

is also a union of irreducible components in RZredG , and its Jb(Qp)-orbit covers RZredG . We can

repeat the above constructions with Z ′ in place of Z, and denote the associated objects by Z ′•.
Consider the open inclusion ι : Zt1,...,tp → X . We can define a commutative diagram

Zt1,...,tp Et1,...,tp Z ′t1,...,tp

X E X ,

ι

s′ t′

ι̃ ι′

s′ t′

where Et1,...,tp = Zt1,...,tp×s′,ι̃E , so the left square is Cartesian. Then, !-pullback of the correspon-

dence ι̃!j̃!(uf ) gives a cohomological correspondence from RΓc(Zt1,...,tp ,Ql) to RΓc(Z ′t1,...,tp ,Ql).

Since the Hecke correspondences are Jb(Qp)-equivariant, and compatibility with !-pullback of

cohomological correspondences tells us that we have a commutative diagram

Ep,q1 =
⊕

t1,...,tp∈Jb(Qp)H
q
c (Zt1,...,tp ,Ql) Hp+q

c (RZrig
G ,Ql)

Ep,q1 =
⊕

t1,...,tp∈Jb(Qp)H
q
c (Z ′t1,...,tp ,Ql) Hp+q

c (RZrig
G ,Ql).

ι̃!(uf ) uf



40 SI YING LEE

We may consider a similar construction for RZP . In particular, consider the map h : RZP →
X . Then we have a covering of RZredP given by ∪t∈Jb(Qp)t · h−1(Z). If we let Y be h−1(Z), and

define Y•,Y ′• similarly to above, we also have a cohomological correspondence from Yt1,...,tp to

Y ′t1,...,tp , and a spectral sequence relating this to the cohomological correspondence uf,P .

We will now compare the cohomology groups Hq
c (Zt1,...,tp ,Ql) and Hq

c (Yt1,...,tp ,Ql). Firstly,

we may assume, by passing to a refinement of the open covering, that over Z the Tate-module

of the universal p-divisible group Tp(G univ) can be trivialized. Then, by construction E is the

disjoint union of open and closed subschemes Ei, each of which is isomorphic to Z. Observe then

that for each i we may consider the cohomological correspondence uf,i given by

(7.3.3) Z s′←− Ei
t′−→ Z ′

where t′ is the map given by Ei
[g]−→ E ′i → Z ′. uf,i : s′∗Ql → t′!Ql is the identity. Observe that

ĩ!j!(uf ) =
∑

i uf,i, where on the right hand side we pushforward the correspondence from Ei to

E via the inclusion map. In particular, since the cohomological correspondence decomposes, it

suffices to consider each cohomological correspondence (7.3.3) separately.

Recall from Proposition 3.2.3 that we have locally closed stratifications {Zα} on Z, such that

restricted to each strata the universal p-divisible group over Zα admits a filtration {G•} and

the universal quasi-isogeny β : Σ → G preserves the filtration. This induces a locally closed

stratification {Zα} on Z. Similarly we also have a locally closed filtration {Z ′β} on Z ′. Consider

the fiber product Ei×ZZα. By construction we have a filtration on the pm torsion, so we may view

Ei×Z Zα ⊂ RZm,rigP . Moreover, by the Iwasawa decomposition we may assume that the element

g ∈ P (Qp). Hence, [g] preserves the filtration, and thus the image t′(Ei ×Z Zα) also carries a

filtration on the universal p-divisible group. If we look at the specialization sp(t′(Ei ×Z Zα)),

this is a connected subscheme of Z ′ and we also have a filtration on the universal p-divisible

group, hence by the construction of the stratification it is contained in some strata Z ′β. Thus

t′(Ei ×Z Zα) ⊂ Z ′β.

Moreover, we see that by the same argument that s(t−1(Z ′β)) intersects Zα, and hence must

lie entirely in Zα by the construction of the locally closed filtration. Thus we have commutative

diagram with both squares Cartesian

Zα Ei ×Z Zα Z ′β

Z Ei Z ′

Thus, we can apply A.1.8 to see that the cohomological correspondence uf is compatible with

excision, which implies that the maps between virtual representations

H•c (Zt1,...,tp ,Ql)
uf−→ H•c (Z ′t1,...,tp ,Ql),

and ∑
α

H•c (Zt1,...,tp,α,Ql)

∑
α uf,α−−−−−→

∑
α′

H•c (Z ′t1,...,tp,α′ ,Ql)

are equal.
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We have a similar locally closed stratification on Y, given by Yα = h−1(Zα), and since h

restricted to Yα → Zα is an isomorphism, we have the equality∑
α

H•c (Zt1,...,tp,α,Ql) =
∑
α

H•c (Yt1,...,tp,α,Ql)

and thus the map uf is equal to that for H•c (Yt1,...,tp). �

Remark 7.3.4. This result would follow by taking Kp-invariants from the Harris-Viehmann Con-

jecture.

7.3.5. We are interested in the irreducible components of RZred
G . This is in fact the degree

2(d − r)th part of cohomology of RZrig
G , for the following reason. Let Y be the union of some

irreducible components. Since Y is proper, we know from [Ber96, Prop 3.6] that the degree

2r-étale cohomology of RZred
G (Y ), where r is the dimension of RZredG , or by duality the 2(d −

r)-th compactly supported cohomology H2d−2r
c (RZrigG (Y ),Ql)

∨ corresponds to the irreducible

components of Y . This also holds for an infinite union, since we have that

RΓc(RZrig
G ,Ql(−d))[−2d])∨ ' RΓCRZ

(RZrig
G ,Ql) ' RΓc(RZred

G ,Ql) ' lim−→
Z

RΓc(Z,Ql),

where we take Z as the union of some irreducible components of RZred
G . The first and second

equality follow from [HK19, 1.4.7,1.2.13]. Thus we also see that the cohomology classes in degree

2(d − r) correspond to irreducible components of RZred
G . For any irreducible component X of

RZred
G , we let c(X) be the cohomology class it corresponds to in H2d−2r

c (RZrig
G ,Ql).

Note that we can recover the representation H
2(n−r)
c (RZrig,Ql) from the alternating sum

H•c (RZrig) by the action of WE , since we have

H i
c(RZredG ,Ql) = lim−→

U

H i
c(U,Ql)

where U ⊂ RZredG are quasi-compact open subsets. In particular, we know that U are open

subsets of dimension r, defined over a finite field k, and thus the top-dimensional compactly

supported cohomology H2r
c (U,Ql) can be recovered from the alternating sum

∑
i(−1)iH i

c(U,Ql)

using Frobenius weights, since the degree 2r-th compactly supported cohomology of U is the

only part with Frobenius weight r. Thus, we see that by passing to the limit, we can also recover

the degree 2r-th cohomology of RZredG , which is the only part with Frobenius weight r.

The above theorem shows us that as elements in the Grothendieck group, we have an equality

H2r
c (RZ(G, b, µ)red) =

⊕
µ′∈I

H2r′
c (RZ(M, b, µ′)red).

It turns out that this result is true even without needing to pass to the image in the Grothedieck

group, as the following theorem shows.

Theorem 7.3.6. We have an equality of H(G)-representations

H2r
c (RZ(G, b, µ)red) =

⊕
µ′∈I

H2r′
c (RZ(M, b, µ′)red),

and on the right-hand side H(G) acts via twisted Satake ṠGM .

Proof. Firstly, we observe that by considering the long exact sequence associated to an analytic

space X and an open subspace U , there is an isomorphism induced by the locally closed map



42 SI YING LEE

j : RZrig
P ↪→ X rig,

j! : H2dP−2r
c (RZrigP , j!Ql)

'−→ H2dP−2r
c (X rig,Ql).

Note that the j!Ql = Ql since jrig is a map between smooth analytic spaces of relative dimension

0. It is clear from the proof of the previous result that this isomorphism is equivariant with

respect to the Hecke action.

We can consider !-pullback of cohomological correspondences from RZP to RZM , which, as

before, gives us a commutative diagram where the vertical arrows are isomorphisms

H2dP−2r
c (RZrigP ,Ql) H2dP−2r

c (RZrigP ,Ql))

H2dM−2r′
c (RZrigM ,Ql) H2dM−2r′

c (RZrigM ,Ql).

Ξ!(ug)

ug

Since we know that the cohomological correspondences j!(ug) and Ξ!(ug) are equal, the theorem

follows. �

7.4. Irreducible components of p− Isog ⊗ κ.

7.4.1. Suppose that C is a [b]-dense irreducible component, i.e. it is of the form π̃∞(X1, Z,X2),

for some X1, X2 irreducible components of RZredG . Then we observe that for any irreducible

component X ′1 such that X1 ∩ X ′1 6= ∅ we can further consider the following commutative

diagram

RZG(X ′1) E RZG(X̃2)

RZG D RZG,

π∞

s′ t′

f ′ π∞

s′ t′

Recall here that we defined D in (7.1.2). Here, X̃2 is the H-orbit of the irreducible component

X2, where H is the hyperspecial subgroup of Jb(Qp)-stabilizing X ′1. Note that this is a finite

set. Moreover, we define E := D×s′,π∞ RZG(X ′1). Observe that the map t′ ◦ f ′ factors through

RZG(X̃2), and by definition the left square is Cartesian. We can consider the !-pullback on the

generic fiber f ′!(uD) to a cohomological correspondence from RΓc(RZ(X ′1)rig) to RΓc(RZ(X ′2)rig).

By A.1.3, we have a commutative diagram

(7.4.2)

RΓc(RZG(X ′1)rig) RΓc(RZG(X̃2)rig)

RΓc(RZrig
G ) RΓc(RZrig

G ),

f ′!(uD)

uD

and we consider the induced map on 2(d− r)-degree compactly supported cohomology, which is

just given by the inclusion map on irreducible components.

7.4.3. In particular, we see that we can determine the irreducible components of p−Isog⊗κ from

the action of the cohomological correspondence on the cohomology RΓc(RZrig
G ), in the following

way. Suppose we know that a [b]-dense irreducible component C is of the form π̃∞(X1×Y ×X2),

where we know the irreducible component X1, but not X2. Applying the correspondence f !(uC))

to the cohomological class c(X ′1) for some X ′1 ∩X1 6= ∅, commutativity of the diagram (7.4.2)

tells us we will get
∑

i bic(hiX2), where hi ∈ H, for some bi ∈ Z. Note that Jb(Qp)-equivariance
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implies that all the bi are equal. As long as not all bi are zero, we can recover C as the image

of X1 × Y × hiX2, since Jb(Qp)-equivariance of π̃∞ implies that

π̃∞(X1 × Y × hiX2) = π̃∞(h−1
i X1 × h−1

i Y ×X2) = π̃∞(X1 × Y ×X2).

Definition 7.4.4. Let ([b], υ) be such that [b] ∈ B(G, υ), and M is a Levi subgroup containing

M[b]. ([b], υ) is said to be Hodge-Newton decomposable for M if κM ([b]) = υ] ∈ π1(M)Γ.

Proposition 7.4.5. If either

• The pair ([b], υ) is Hodge Newton decomposable for M[b], or

• The Shimura variety is a Hilbert-Blumenthal moduli scheme and p is inert

then the integers bi cannot all be non-zero.

Proof. By the definition of f ′!(uD), we have a commutative diagram

RΓc(RZG(X ′1)rig,Ql) RΓc(RZG(X̃2)rig,Ql)

RΓc(S,Ql) RΓc(S,Ql),

f ′!(uD)

uD

thus, to show that the map on the top is non-zero, it suffices to show that uD restricted to the

image of RΓc(RZ(X ′1)rig,Ql) is non-zero. We can specialize the correspondence in the bottom

row to the special fiber, observing that

RΓc(Sκ,Ql) ' RΓc(S,Ql),

since Ŝ is a smooth formal scheme, and the image of c(X ′1) in RΓc(Sκ,Ql) is simply the image

[Y ′1 ] ∈ H2d−2r
c (Sκ) under the cycle class map on Sκ, where Y ′1 = π∞(X ′1×{id})). Moreover, by

definition, the cohomological correspondence uD takes [Y ′1 ] to (the image under the cycle class

map) of p2∗(p
∗
1([Y ′1 ]) · [D]), where p1, p2 are the projection maps from Sκ ×Sκ to Sκ. To show

that this is non-zero, it suffices to show that p∗1([Y ′1 ]) · [D] is non-zero.

In the situation where [b] is Hodge-Newton decomposable for M[b], recall that we have an

isomorphism of special fibers

(7.4.6) RZ(G, b, µ)red ' RZ(M[b], b, µ)red.

We will use this result to do the above calculation of p∗1([Y ′1 ]) · [D] on a different Shimura variety,

one where the Rapoport-Zink space is the one associated to the basic locus.

Observe that the correspondence given by uD on RZ(M[b], b, µ)red via the isomorphism (7.4.6)

may also be defined as follows. We have a correspondence

X1 ← X1 × X̃2 → X̃2,

where X̃2 is the H-orbit of X2. Here H is, as before, the hyperspecial subgroup of Jb which

stabilizes X1. There is some large positive integer N such that for every α ∈ X1, β ∈ X̃2,

pNβ−1α is an isogeny; this defines a universal isogeny over X1× X̃2. Consider the closed formal

subscheme A of RZM (X1) × RZM (X̃2) over which the universal isogeny lifts. Then A = Arig

is finite étale over RZ(X1)rig, RZ(X̃2)rig, and we have a natural cohomological correspondence

from RZ(X1)rig to RZ(X̃2)rig supported on A over the rigid analytic generic fibers. We can take

the reduction of this correspondence; it gives a correspondence on the special fiber supported

on X1 × X̃2.
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Furthermore, observe that we can also pass to the adjoint group Mad
[b] , because from Section 4.2

there is an isomorphism of connected components, and thus we can consider the correspondence

on uDad on RZ(Mad
[b] , b

ad, µad)red supported on

Xad
1 ← Xad

1 × X̃2
ad → X̃2

ad
.

Note that X̃2
ad

is the Had-orbit of Xad
2 .

Thus, we may assume that M is adjoint. We can construct an abelian type Shimura variety

such that the Rapoport-Zink space associated to the basic locus is RZ(M[b], b, µ), as follows. Since

M[b] is quasi-split, and µ is minuscule, using the root datumn we may construct a connected

reductive group M ′ over Q with a M ′(R)-conjugacy class X ′ determined by µ such that (M ′, X ′)

is a Shimura datumn. Since G is a subgroup of GSp2n, M ′ is a classical group, and hence

(M ′, X ′) is also classical, hence of type A,B,C,D. Thus, (M ′, X ′) is an abelian type Shimura

datumn. Let (M ′1, X
′
1) be some associated Hodge-type Shimura datumn. If we consider the basic

locus [b′1] of the Shimura variety, this is non-empty by the main result of [Lee18], hence there

is some Rapoport-Zink space RZ(M ′1, b
′
1, µ
′
1) whose adjoint data is the same as (Mad

[b] , b
ad, µad).

Let X ′1, X
′
2 be irreducible components of RZ(M ′1, b

′
1, µ
′
1) which map to Xad

1 , Xad
2 respectively

under the adjoint quotient; and consider some irreducible component D′1 of the moduli space of

p-power quasi isogenies p− IsogM ′1 for Sh(M ′1, X
′
1) given as the image under the almost product

structure map of X ′1 × X ′2. This is an irreducible component entirely supported in the basic

locus, and it suffices to check that the induced cohomological correspondence on the basic locus

of the Shimura variety Sh(M ′1, X
′
1) is also non-trivial.

To see that the correspondence acts non-trivially, it suffices to observe that the self-intersection

of irreducible components of the basic locus is always non-zero. We see this from the calculation

of the intersection matrix in [XZ17, §7.4.3], and the fact that the determinant is always non-

zero, hence there is always some other irreducible component X ′1 whose intersection product

X ′1 ·X1 =
∑

i ai[Zi] is non-trivial, and p∗1(X ′1) ·D′1 =
∑

i ai[p
−1
1 (Zi) ∩ C] which is non-zero and

supported on cycles of dimension dim(X1) and hence the projection p2,∗(p
∗
1(X ′1) · D′1) is also

non-zero, so uD([X ′1]) is also non-zero.

In the case of Hilbert modular varieties, we will also show that not all bi are non-zero. We

first observe that for the Hilbert modular variety attached to a totally real field of degree g over

Q, we have bg2c unramified σ-conjugacy classes, as follows. For r = 1, . . . , bg2c, the slope of the

Newton polygon is given by (( rg )(g), (g−rg )(g)). The geometry of these Newton strata is described

in [TX19]. We briefly recall this construction here. For a fixed r, we let the σ-conjugacy class

be [b]. There are
(
g
r

)
MV cycles, and each of them corresponds to a periodic semi-meander a

with g nodes and r arcs. Each a gives a generalized Goren-Oort strata Xa, which is the closure

of some irreducible component of the Newton strata S [b]. Each Xa is an iterated P1-fibration

over another quaternionic Shimura variety Sa. In particular, we observe that all Xa are smooth,

and the irreducible components of the affine Deligne-Lusztig variety Xa
µ(b) are all isomorphic to

an iterated P1-bundle.

Moreover, we note that C [b] is smooth. This is because locally C [b] is just an iterated P1-bundle

over Xa, which is smooth.

Thus, to show that the terms bi are not all zero, recall that we want to determine the inter-

section product p∗1(X ′1) · C. Here, we choose X ′1 such that it is the image of some irreducible
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component of the Rapoport-Zink space, and X ′1 ⊂ Xa. Observe that X ′1 is smooth. The self-

intersection product X ′1 ·Xa is non-zero; in particular, it is given by (−2)apb[Z], where Z is the

intersection of X ′1 with the zero-section of Xa (viewed as an iterated P1-bundle), from [TX19,

Theorem 4.3(2)] and its proof. Thus, by applying the excess intersection formula, we see that

the intersection p∗1(Xa) · C is exactly (−2)apb[p−1
1 (Z) ∩ C]. Since p−1

1 (Z) ∩ C is non-empty,

p2(p−1
1 (Z)∩C) is of dimension r, hence the projection p2,∗([p

−1
1 (Z)∩C] is clearly non-zero. �

Remark 7.4.7. We conjecture that the integers bi are non-zero for general Shimura varieties of

Hodge type.

The following proposition gives examples of groups satisfying the condition in the above

proposition.

Proposition 7.4.8. Let (G, υ) be such that the adjoint group Gad is absolutely simple. Then

for all unramified [b] ∈ B(G, υ), the pair ([b], υ) is Hodge-Newton decomposable for M[b].

Proof. Note that we can always check the condition for (Gad, υad), since passing to the adjoint

group does not change the property of being unramified or Hodge-Newton decomposable. In

the case where Gad is split, 4.4.2 shows that the only unramified element is the µ-ordinary one,

and hence the Hodge-Newton decomposable condition is clearly verified. Thus, we only need to

consider the quasi-split but not split adjoint groups of type 2An,
2Dn,

3D4. In the latter two cases,

we see that this corresponds to the group PSO(2, 2n), which we know is fully Hodge-Newton

decomposable (see for instance [GHN19]), and thus clearly satisfies the condition. Finally, it

remains to check that this is true for the unitary groups U(n), and any minuscule cocharacter;

this is straightforward to verify. �

The main theorem of this section is the following.

Theorem 7.4.9. Let C be a [b]-dense irreducible component of p− Isog⊗κ. There exists a map

h̄ (depending on C)

h̄ : H(M[b](Qp)//M[b](Zp),Q)→ Q[p− Isog ⊗ κ]

such that for any element f ∈ H(G(Qp)//Kp,Q), as cohomological correspondences acting on

H2r
c (RZ(G, b, υ)red), we have

(7.4.10) uC·h(f) = uh̄(ṠGM (f)),

where ṠGM is the twisted Satake homomorphism. Moreover, for any f1, f2 ∈ H(G(Qp)//Kp,Q),

we have

uC·h(f1·f2) = uh̄(ṠGM (f1·f2)).

If in addition we also assume that the Shimura datumn satisfies the same assumptions in

Proposition 7.4.5, then we have an equality in Q[p− Isog ⊗ κ[b]]

(7.4.11) C · h(f) = h̄(ṠGM (f)).

and moreover if we let zm = bσ(b) · · ·σnm−1(b), then

pnmrh̄(1zmM(Zp)) = (C · Frobm)

where r = dim RZredG,b, and m be the smallest positive integer such that σnm(b) = b
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Remark 7.4.12. When b is µ-ordinary, and C is the formal sum of the irreducible components

of the identity section, this construction recovers the map h̄ constructed in (6.1.12).

Proof. We first show how to construct the map h̄. Let C be any [b]-dense irreducible component

of p− Isog ⊗ κ, given by π̃∞(X1 × Z ×X2). Consider any f ∈ H(G), and consider the product

C × h(f) ∈ Q[p− Isog ⊗ κ]. We can write

C × h(f) =
∑
i

aiCi

where Ci will be a [b]-dense irreducible component of p− Isog⊗ κ of the form π̃∞(X1×Z × Yi),
for some Yi irreducible component of RZredG . We may consider the associated cohomological

correspondences, and observe that

uC·h(f) = uh(f) ◦ uC ,

since the !-pullback of composition of cohomological correspondences is the composition of the

!-pullbacks. We now construct h̄. Consider the class c(X2) ∈ H2n−2r
c (RZrigG ,Ql). Observe that

its image lies in H2n′−2r′
c (RZ(M, b, µ′)rig,Ql) for some µ′ ∈ Iµ. For any f ′ ∈ H(M), let∑

j

ajc(Wj)

be the image of c(X2) under the action of f ′ on H2n′−2r′
c (RZ(M, b, µ′)rig,Ql). Then we let

h̄(f ′) =
∑
j

bj π̃∞(X1 × Z ×Wj),

where the factor bj is such that if D := π̃∞(X1 × Z ×Wj), then uD(c(X1)) =
aj
bj

∑
h∈H c(hWj).

It is clear from the construction that

uC·h(f) = uh̄(SGM (f)),

and

uC·h(f1·f2) = uh̄(SGM (f1·f2)).

We now compare the action with frobenius. We first show the following lemma. Let C ′ =

h̄(1zmMc), where we note that zm ∈ Jb(Qp) is central.

Lemma 7.4.13. We have the following equality of underlying closed subschemes:

˜C · Frobm = C ′

Proof. We now consider any pair (x, f) which lies in C [b], such that f is a p-quasi-isogeny between

x and y for some y ∈ Sκ. Then the image of (x, f) under multiplication by Frobm is the pair

(x, f1), where f1 is the composition

Gx → Gy → Ghy,

where h = byσ(by) . . . σ
nm−1(by).

By definition of C ′, observe that 1zmMc takes the irreducible component X2 to the irreducible

component Z ′ := zmX2, since zm is central. In particular, h′ := zmby lies in Z ′.

Thus, we need to show that h lies in Z ′. We first show that h, h′ lie in the same connected

component of Xυ(b). Let by = g−1bσ(g), for some g ∈ Xυ(b). Thus, we see that we need to

show that g, σnm(g) lie in the same connected component. By Theorem 4.2.2, we are reduced to
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showing that σnm(cb,υ) = cb,υ, since κ̃M (σnm(m)) = σnm(κ̃M (m)). By the construction of zm,

we see that cb,υ = κ̃M (zm), and since we could have chosen b = ω(υ)(p), zm is clearly invariant

under σnm.

By (4.2), we see that to show h, h′ are in the same irreducible component, we are reduced

to showing that had, h
′
ad lie in the same irreducible component of XGad

υ (by,ad). Hence, we may

assume G is adjoint, so that ZG is trivial.

Let b ∈ ∪λ∈τ+(σ−1)X∗(T )MVυ(λ) be such that g ∈ Xb
υ (b). We replace b with pτb , where τb is

as defined in (4.4.7). Let g′ be such that g′−1pτbσ(g′) = by. Then we also have g′ ∈ Xb
υ (pτb).

Observe that since τb is dominant, we must have

τb + · · ·+ σnm−1(τb) = β + · · ·+ σnm−1(β),

since τb = β̄, and both τb and β are fixed by σnm. Thus, we see that to show h, h′ lie in the

same irreducible component of Xυ(by), we are reduced to showing that g′, σnm(g′) lie in the

same irreducible component of Xb
υ (pτb). This follows from Proposition 4.4.12. �

The last part of Property (3) follows by simply observing that since r = dim RZredG , the

Frobenius is a map of degree pnr, which exactly accounts for the factors. �

8. Proof of Main Theorem

In this section, we give the proof of Theorem 1.3. The key idea is to give, for each unramified

[b] ∈ B(G, υ), a factor H[b](x) of the Hecke polynomial which kills the irreducible components

of p− Isog ⊗ κ which are [b]-dense.

8.1. Constructing H[b]. Our first observation is that the factors of HG,X are closely related to

unramified elements in B(G, υ). In particular, we observe that the unramified elements pτ are

exactly the elements which are σ-conjugate to pλ for some λ ∈ Ω(Qp)υ.

Hence, for an unramified σ-conjugacy class [b]=[pτ ] which we fix for the rest of the section,

consider the set

MV(τ) = {λ ∈ Ω(Qp)υ : λ ∈ τ + (σ − 1)X∗(T )}.
We let m be the smallest positive integer such that σnm fixes every element in this set. Choose

λ in MV(τ) such that σni(λ) 6= λ for any i < m.

Moreover, since τ is σ-conjugate to λ, it is also σ-conjugate to β := σ−1(λ) which is a Weyl

conjugate of µ−1. We also observe that σni(β) 6= β for any i < m.

Let Z be the galois orbit of Ω(Qp)µ
−1 containing β. We assume that β̄ is dominant, otherwise

we replace β with conjugate in Ω(Qp), which has the same properties. Then applying Proposition

2.3.8, we see that HG,X(x) has a factor of the form

(8.1.1) H ′[b](x) := xm − pnm〈ρ,µ−β〉β̃,

where β̃ =
∑nm

i=1 σ(β). However, we only know that this factorization holds over the larger Hecke

algebra H(Mβ̃(Qp)//Mβ̃,c), and so a priori, we do not have a factorization in Q[p − Isog ⊗ κ].

However, we can consider the product of all the Weyl conjugates of H ′[b](x), which we will

denote by H[b](x). H[b](x) is defined in H(G)(x). For notational simplicity, we let M := Mβ̃

be the standard Levi subgroup centralizing the cocharacter β̃. M also centralizes the Newton

cocharacter ν([b]).
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Proposition 8.1.2. Let C be a geometric irreducible component of p−Isog⊗κ which is [b]-dense.

Then we have

H[b](Frob) · C = 0.

Proof. Since ṠGM (H[b]) factorizes in H(M)(x), and has a factor H ′[b], from the compatibility with

ṠGM in Theorem 7.4.9, we see that H[b](Frob) · C has a factor H ′[b](Frob) · C, and we know that

H ′[b](Frob) · C = 0, also from theorem 7.4.9. �

8.2. Key vanishing result. Recall now that for any C ∈ Q[p− Isog ⊗ κ], we can write

C =
∑

[b] unramified

C [b].

We define the map res�[b] (resp. res�[b]) as the map which takes C to
∑

[b′]�[b]C
[b′] (resp.∑

[b′]�[b]C
[b′]). Using the previous results, we can now show the following theorem.

Theorem 8.2.1. For any unramified [b] ∈ B(G, υ), let H
�[b]
G,X(x) be the polynomial with coeffi-

cients in Q[p− Isog ⊗ κ] given as the image of HG,X(x) under res�[b] ◦ h. Then

H
�[b]
G,X(Frob) = 0,

where Frob is the Frobenius section of p− Isog ⊗ κ.

Proof. We show this by induction on [b], under the reverse of the partial order in B(G, υ). We

already know this holds on the µ-ordinary locus, so suppose that for all [b′] � [b], the analogous

result is true. Then this implies that H
�[b]
G,X(Frob) = 0, where H

�[b]
G,X(Frob) is res�[b](HG,X(Frob)).

We know that H
�[b]
G,X(Frob) admits a factorisation

H
�[b]
G,X(Frob) = H[b](Frob)P (Frob)

for some polynomial P (Frob). Consider the difference

H
�[b]
G,X(Frob)−H�[b]

G,X(Frob) = H[b](Frob)P (Frob)−H[b](Frob)P ′(Frob)

where P ′(Frob) is res�[b](P (Frob)). (The left hand side is the term HG,X(Frob)[b] as defined in

the introduction). Then P (Frob)− P ′(Frob) ∈ Q[p− Isog ⊗ κ] must be [b]-dense, by definition.

Hence, we have

H
�[b]
G,X(Frob)−H�[b]

G,X(Frob) = H[b](Frob) · C,

for some [b]-dense C. Applying Proposition 8.1.2 above, we can conclude that H
�[b]
G,X(Frob) −

H
�[b]
G,X(Frob) = 0, and hence

H
�[b]
G,X(Frob) = 0.

�

Theorem 8.2.1 clearly implies Theorem 1.3, since we have the vanishing result for all unram-

ified [b] in B(G, υ).

8.3. Passage to cohomology. We record here the method to get from the congruence relation

on the level of algebraic cycles (Theorem 1.3) to the congruence relation on étale cohomology

(Theorem 1.2).
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We first note that by the main result of [MP19], there exists a smooth projective toroidal

compactification of SK(G,X), and hence by proper base change there is a canonical GalE-

equivariant isomorphism

(8.3.1) H i
ét(ShK(G,X)Ē ,Ql)

∼−−→ H i
ét(SK(G,X)κ̄,Ql).

Moreover, the action of H(G(Qp)//Kp,Q) on the left naturally extends to an action on the right.

Given any algebraic cycle C in Q[p− Isog ⊗ κ], we see that the image of C under the map

p− Isog ⊗ κ s,t−→ SK(G,X)κ ×SK(G,X)κ

defines a correspondence on SK(G,X)κ, with an induced action on cohomology. Since the

congruence relation holds in Q[p−Isog⊗κ], it also holds in the ring of algebraic correspondences

Corr(SK(G,X)κ,SK(G,X)κ). We thus have the relation on H i
ét(SK(G,X)κ̄,Ql), and thus,

via the isomorphism above, the congruence relation on H i
ét(ShK(G,X)Ē ,Ql). This in fact holds

with Ql replaced by any étale sheaf V over SK(G,X), since we have a similar isomorphism as in

(8.3.1) with Ql replaced with V, see [LS18, Thm. 6.7]. A similar argument holds for compactly

supported cohomology H i
ét,c(ShK(G,X)Ē ,V).

In the case of intersection cohomology of the Baily-Borel compactification, we know, also

from [MP19], that there is a projective normal model S min
K (G,X) over OE,(v) of the Baily-Borel

compactification of ShK(G,X). Moreover, here we can apply [LS18, Thm. 6.7] as well, and we

have an isomorphism of étale intersection cohomology groups

IHi(XĒ ,Ql)
∼−→ IHi(Xκ̄,Ql).

The same result also holds if we replace the intersection complex of ShK(G,X) with the sheaf

(j!,∗(V[n]))[−n], where j : ShK(G,X) ↪→ ShBBK (G,X), n = dim ShK(G,X), and V is an auto-

morphic λ-adic sheaf.

Since SK(G,X)κ is open and dense in S min
K (G,X)κ, we are reduced to showing that the

congruence relation in Corr(SK(G,X)κ,SK(G,X)κ) implies, after taking closure of algebraic

cycles, the congruence relation in Corr(S min
K (G,X)κ,S min

K (G,X)κ). To see this, let C ⊂
ShK(G,X) × ShK(G,X) be an algebraic correspondence corresponding to the action of some

double coset 1KpgKp ∈ H(G(Qp)//Kp,Q), and C the closure of C in S min
K (G,X)×S min

K (G,X).

The boundary components S min
K (G,X)\SK(G,X) consists of (flat integral models of) Hermit-

ian symmetric domains, and over E, the induced left action of g ∈ G(Af ) on the boundary

gives a finite correspondence on the boundary. Thus, if we let C ′ be the restriction of C to

SK(G,X)×SK(G,X), we observe that C \C ′ is of dimension strictly less than dim SK(G,X),

since this is true over the generic fiber. Hence, we see that C ′κ is dense in Cκ. Thus, taking closure

allows us to conclude that we have the congruence relation in Corr(S min
K (G,X)κ,S min

K (G,X)κ),

as desired.

Appendix A. Cohomological Correspondences

A.1. Let X be a rigid analytic space over E, or a scheme over k. We denote by Db
c(X,Ql) the

bounded constructible derived category of l-adic sheaves over X.

We recall the formalism of cohomological correspondences:

Definition A.1.1. Let (Xi,Fi) for i = 1, 2 be two pairs, where Xi are either both rigid analytic

spaces over E, or both schemes over k, and Fi ∈ Db
c(Xi,Ql). A cohomological correspondence
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(C, u) : (X1,F1) → (X2,F2) is a rigid analytic space over E (resp. scheme over k) C equipped

with morphisms c1 : C → X1, and c2 : C → X2, and a morphism in Db
c(C,Ql)

uC : c∗1(F)→ c!
2(F).

A.1.2. !-pullback. Given the commutative diagram

X1 C X2

Y1 D Y2

f1

d1

d2

f f2

c1
c2

where the left square is cartesian, we can define the !-pullback of cohomological correspondences

from D to C, where the induced map is

f !(u) : d∗1f
!
1F1

BC∗!−−−→ f !c∗1F1
f !u−−→ f !c!

2F2 = d!
2f

!
2F2.

The base change map BC∗! is obtained via adjunction from the base change isomorphism f∗1 c2,! '
d1,!f

∗, as defined in [XZ17, A.2].

Proposition A.1.3. Suppose the left square is Cartesian. Then the following diagram is com-

mutative:

H∗c (Z1, f
!
1F) H∗c (Z2, f

!
2F)

H∗c (S ,F) H∗c (S ,F)

H(f !(u))

H(u)

where the vertical maps are the pushforward maps associated to f1, f2.

Proof. This result follows from the functoriality of the map BC∗! for cartesian diagrams. �

A.1.4. ∗-pullback. Similarly, given the commutative diagram

X1 C X2

Y1 D Y2

f1

d1

d2

f f2

c1
c2

where the right square is cartesian, we can define the ∗-pullback of cohomological correspon-

dences from D to C, where the induced map is

f∗(u) : d∗1f
∗
1F1 = f∗c∗1F1

f∗u−−→ f∗c!
2F2

BC∗!−−−→ d!
2f

!
2F2

Proposition A.1.5. Suppose the both squares are Cartesian, and the vertical maps f1, f2 are

proper. Then the following diagram is commutative:

H∗c (Z1, f
∗
1F) H∗c (Z2, f

∗
2F)

H∗c (S ,F) H∗c (S ,F)

H(f∗(u))

H(u)

where the vertical maps are the pullback maps associated to f1, f2.

Proof. This result follows from the functoriality of the map BC∗! for cartesian diagrams. �
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A.1.6. !-pushforward. Given a commutative diagram

X1 C X2

Y1 D Y2

f1

d1

d2

f f2

c1
c2

where either the map d1 or f is proper, we can define the !-pushforward of the cohomological

correspondence from C to D as

f!(u) : c∗2f1,!F1 → f!d
∗
1F1

f!u−−→ f!d
!
2F2 → c!

2f2,!F2

where the last map is induced by adjunction. Note that if Y1, D, Y2 are points, then the map

f!(u) is simply the map from Hc(X1,F1) to Hc(X2,F2) associated to u.

A.1.7. Specialization of correspondences. Suppose we have a correspondence of formal schemes

X
c1←− C

c2−→ Y

where c2 is proper, and a correspondence uC : c∗1,ηF1 → c!
2,ηF2 supported on the rigid analytic

generic fibres

X
c1,η←−− C

c2,η−−→ Y.
We can define the specialization of uC to a correspondence uC on the reduced special fibres

X
c1,s←−− C

c2,s−−→ Y,

as follows.

uC : c∗1,sRΨF1 → RΦc∗1,ηF1
RΨ(uC)−−−−−→ RΦc!

2,ηF2 → c!
2,sRΦF2

where the first map comes from the construction of the nearby cycles functor in [Ber96], and

the last is the adjoint map to the isomorphism RΨc2,η∗F2 ' c2,s∗ΨF2.

Finally, the following proposition follows from Proposition A.1.3 and A.1.5. We denote by

H•c (X,Ql) =
∑
i

(−1)iH i
c(X,Ql),

the alternating sum of cohomology groups.

Proposition A.1.8. Let U be an open subset of X, and Z = X − U , with j : U ↪→ X and

i : Z ↪→ X the inclusion maps. Suppose we have a commutative diagram, where all squares are

Cartesian
U D U

X C X

Z E Z

then the isomorphism

H•c (X,Ql) ' H•c (U,Ql) +H•c (Z,Ql)

is equivariant for the action of the cohomological correspondence u, where the action on the right

is given by j!(u) + i∗(u).
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Appendix B. Multiplication on p− Isog ⊗ κ

For notational simplicity, for the entirety of this appendix we will denote p − Isog ⊗ κ by

p− Isog. We have the map

c : p− Isog ×S p− Isog→ p− Isog

given by composition. More precisely, given an R-point of p− Isog ×S p− Isog given as a pair

((y, f : Ay → Az), (x, g : Ax → Ay)), where x, y ∈ S (R) and f, g are quasi-isogenies, its image

under c is the point given by (x, f ◦ g). The map c is proper.

We also have two proper maps s, t (“source” and “target” respectively)

s, t : p− Isog→ S .

Thus, we have the refined Gysin map i! : A2n(p− Isog×κ p− Isog)→ An(p− Isog×S p− Isog)

induced by the Cartesian square

p− Isog ×S p− Isog S ×κ S ×κ S

p− Isog ×κ p− Isog S ×κ S ×κ S ×κ S .

i

s×t×s×t

(Here, the map i is the diagonal embedding on the second component of S ×S ×S .)

Given C,D dimension n irreducible components of p− Isog ⊗ κ, we define C ·D to be

C ·D = c∗(i
!(C ×κ D)).

Note that if C ×S D is of dimension n, and the map C ×S D → C ×κ D is a closed regular

embedding, then i!(C ×κ D) = [C ×S D]. For example, if D is a section of the map s (for

example, D is Frob, the Frobenius section), then since C ×S D ' C is irreducible of dimension

n, and a closed regular embedding, i!(C ×κ D) = [C ×S D].

If we view C,D as algebraic correspondences in S ×κ S through the pushforward via the

map

s× t : p− Isog→ S ×κ S ,

then compatibility of the refined Gysin maps with proper pushforward together with the follow-

ing commutative square

p− Isog ×S p− Isog p− Isog

(S ×κ S )×S (S ×κ S ) S ×κ S

(s×t)×S (s×t)

c

(s×t)

p

tells us that

(s× t)∗(C ·D) = (s× t)∗(C) · (s× t)∗(D),

where the product of correspondences is the one defined in [B0̈2, Appendix A].
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